A Filling Method Based on K-Singular Value Decomposition (K-SVD) for Missing and Abnormal Energy Consumption Data of Buildings
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Abstract: Massive data can be collected from meters to analyze the energy use behavior and detect the operation problems of buildings. However, missing and abnormal data often occur for the raw data. Effective data filling and smoothing methods are required to improve data quality before conducting the analysis. This paper introduces a data filling method based on K-SVD. The complete dictionary is trained and then utilized to reconstruct incomplete samples to fill the missing or abnormal data. The impacts of the dictionary size, the data missing continuity, and the sample size on the performance of the proposed method are studied. The results show that a smaller dictionary size is recommended considering the computational complexity and accuracy. The K-SVD method outperforms traditional methods, showing a reduction in the MAPE and CVRMSE by 3.8-5.4% and 6.7–87.8%. The proposed K-SVD filling method performs better for non-consecutive missing data, with an improvement in the MAPE and CVRMSE by 0.1–4% and 5.1–6.7%. Smaller training samples are recommended. The method proposed in this study would provide an effective solution for data preprocessing in building and energy systems.
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1. Introduction

With the rapid development of data-related theories and technologies, the data volume in building fields is increasing significantly [1]. The energy consumption data of buildings can be used to extract valuable information for data analysis, decision-making, operation optimization, and visualization [2,3]. Raw data collected from meters may have quality problems such as missing, abnormality, duplicated records, etc. Such situations can affect the accuracy of data mining results, leading to inappropriate data analysis and decision making [4–6]. It is necessary to deal with missing or abnormal data as the first step of preprocessing to improve data quality, as well as data analysis.

The missing building load data can be classified into three categories: isolated missing values, continuous missing variables, and continuous missing samples [7]. Concerning the relationship between missing data and variables in the dataset, the missing mechanisms can be broadly classified as missing completely at random (MCAR), missing at random (MAR), and not missing at random (NMAR) [8]. In building energy fields, the data missing are typically classified as missing completely at random or missing at random. Samples with missing data can be deleted or ignored, which is simple and direct,
but may lead to the loss of valuable information [9]. Hence, the direct deletion method is appropriate only when the percentage of missing data is limited, or variables associated with the missing data have minor relevance to the overall data analysis [10–12]. Usually, the data cannot be deleted so data filling is necessary [10]. Moreover, an appropriate filling method can improve the data quality, as well as the data mining and analysis results, which is important for building energy management [13]. The filling methods for missing data can be classified into two types: statistical filling methods and machine learning filling methods [14,15].

The traditional method fills missing values with special values such as the mode, the mean, or the median [16]. These methods are simple, but they may lead to a change in the shape of the data distribution especially when the missing values are large in number [17]. The popular techniques in statistical methods include regression analysis, expectation maximization (EM) imputation, and multiple imputation [18]. Regression methods may cause a large bias in the estimates when the variables are nonlinearly correlated with each other or increase the correlation between the variables [17]. Therefore, the regression filling method is more effective only when there is a high correlation between the independent and dependent variables [19]. The EM filling method uses the distribution of the data to perform a maximum likelihood estimate (MLE) on the missing data [20]. It is suitable for large samples but the method is prone to falling into local extremes, computationally intensive, converges slowly [21], and the convergence rate is strongly influenced by the missing rate. The MI has the capability to address complex missing patterns and mitigate bias. However, its effectiveness relies on the accurate specification of the model [22].

Compared to statistical methods, machine learning filling methods are more widely used. Random forest (RF) is often used as a missing value imputation method for high-dimensional multivariate data [23,24]. However, complete datasets are required for training. To address this, scholars have proposed the missing forest (MF) algorithm based on RF. MF performs well on imputing missing values in large samples and outperforms methods such as the k-nearest neighbor algorithm (KNN) [25–27]. KNN is used in data imputation, filling the missing value with the mean of the nearest K values. This approach is simple to implement, fast, and well-filled, but it can be affected by noise [28,29]. The results show that the improved KNN by Density-Based Spatial Clustering of Application with Noise (DBSCAN) to eliminate outliers and noise interference significantly increases imputation accuracy [30,31]. Although the generative adversarial network (GAN) filling method exhibits superior filling accuracy compared to the EM, MF, etc., its filling speed is related to the data dimensionality rather than the missing rate. The computation is larger regardless of the data missing proportion [32]. A data complementation method based on the low-rank matrix filling theory was proposed in the study [33]. It requires relatively less data volume and computational resources, but it is easily disturbed by external data noise and the complexity of the model is relatively high. Additionally, it is difficult to impute data well for the continuous missing cases.

The energy consumption data of buildings generally exhibits features of times series, sparsity, and diversity [34]. The sparsity means that the daily load of the customer can consist of several sub-modes linearly. The diversity refers to the randomness and start-stop characteristics of the customer’s electricity consumption. The machine learning method, the K-SVD algorithm, perceives dictionaries for sparse representation. It is widely used in compressing facial images, face recognition, and camera calibration [35–37]. Load data can be expressed with these dictionary atoms linearly and sparsely [38]. It should be an effective method for data filling in building energy systems. Therefore, in this paper, a filling method based on K-SVD is proposed to fill the missing and abnormal energy consumption data of buildings. The performance of the proposed method is compared with the traditional method to validate the filling effect. The impact of factors such as the dictionary size, the missing characteristics, and the sample sizes are investigated.

The rest of this paper is organized as follows. In Section 2, the K-SVD-based data filling method is introduced. In Section 3, energy consumption data of one building and
influencing factors are presented. In Section 4, the data filling results are analyzed considering the impact of the dictionary size, the missing continuity, and the training sample size. Conclusions are presented in Section 5.

2. Missing Data Filling Method Based on K-SVD

2.1. Introduction on K-SVD

The K-singular value decomposition (K-SVD) dictionary learning method is an algorithm for sparse representation. This method can construct a dictionary composed of all the atoms from the training set. Where the atoms are the basic usage patterns obtained through a data-driven approach that directly captures the characteristics of the target signal. Thus, the updated dictionary exhibits an improved adaptability to the target signal [38,39].

When the K-SVD is used for data filling, it is realized based on the decomposition and reconstruction of the energy usage patterns. The original load data, represented by \( Y_{N \times M} \), can be expressed as Equations (1)–(3):

\[
Y_{N \times M} = \begin{bmatrix} y_{11} & y_{12} & \cdots & y_{1M} \\ y_{21} & y_{22} & \cdots & y_{2M} \\ \vdots & \vdots & \ddots & \vdots \\ y_{N1} & y_{N2} & \cdots & y_{NM} \end{bmatrix} = \begin{bmatrix} y_{1}^{\text{row}} \\ y_{2}^{\text{row}} \\ \vdots \\ y_{N}^{\text{row}} \end{bmatrix} = \begin{bmatrix} y_{1}^{\text{col}} \\ y_{2}^{\text{col}} \\ \vdots \\ y_{M}^{\text{col}} \end{bmatrix} = \begin{bmatrix} y_{11}, y_{12}, \ldots, y_{1M} \\ y_{21}, y_{22}, \ldots, y_{2M} \\ \vdots \\ y_{N1}, y_{N2}, \ldots, y_{NM} \end{bmatrix}
\] (1)

\[
y_{i}^{\text{row}} = [y_{i1}, y_{i2}, \ldots, y_{iM}] \tag{2}
\]

\[
y_{j}^{\text{col}} = [y_{1j}, y_{2j}, \ldots, y_{Nj}]^{T} \tag{3}
\]

where \( Y_{N \times M} \) is the collected load matrix, \( N \) represents the number of daily load data, \( M \) represents the number of days, \( y_{ij} \) represents the load data at the \( i \)-th moment of the \( j \)-th day, \( y_{i}^{\text{row}} \) represents the load vector at the \( i \)-th moment for all the complete collected data, and \( y_{j}^{\text{col}} \) represents the \( j \)-th daily load curve.

The K-SVD dictionary learning algorithm is used to decompose the customer load into base vectors representing its usage patterns based on the training data. It aims to construct a dictionary matrix \( D \) comprising \( K \) prototype signal atoms. The collected load matrix \( Y_{N \times M} \) is approximately decomposed through singular value decomposition (SVD) into a sparse linear combination of these atoms. It can be expressed mathematically as Equation (4).

\[
Y_{N \times M} \approx DX \tag{4}
\]

where \( D \in R^{N \times K} \) represents the complete dictionary matrix; \( K \) represents the size of the dictionary; \( X = [x_{1}, x_{2}, \ldots, x_{M}] \in R^{K \times M} \) represents the encoding matrix; and \( x_{i} \) represents a sparse linear combination coefficient for the load based on the dictionary in \( X \).

During the validation process of complete dictionary learning, the load data can be represented as a sparse matrix with only a few non-zero elements. This process commonly uses the matching pursuit (MP) algorithm or orthogonal matching pursuit (OMP) algorithm [40,41]. The OMP algorithm is selected due to a lower computational complexity, lower running time cost, and higher reconstruction accuracy [41,42]. The dictionary serves as the transformation domain in this process. The expression of this process is Equation (5).

\[
\min_{D,X} E_{D} = \min_{D,X} \{ \| Y - DX \|_{F} \} \quad \text{s.t.} \quad \forall i, \| x_{i} \|_{0} \leq T_{0}. \tag{5}
\]
where $E_D$ is the magnitude of the reconstruction error. $\| \cdot \|$ represents the Frobenius norm, indicating the magnitude of the reconstruction error $E_D$. The smaller the reconstruction error $E_D$, the better the effect of dictionary learning. $\| \cdot \|_0$ represents the 0 norm, and its value represents the number of non-zero elements in $\mathbf{x}$. $T_0$ is the threshold for sparsity constraint, which is used to constrain the number of non-zero elements in the encoding vector $\mathbf{x}$ by ensuring its sparsity.

Subsequently, based on the complete dictionary, the load profile with missing data can be matched and encoded based on the base vector to determine the possible structure of the energy pattern. As shown in Equations (6) and (7), for the load profile with missing data $\mathbf{y} = [y_1, y_2, \ldots, y_N]^T$, $y_i$ is set to $\emptyset$, where $\emptyset$ represents vacant values. Here, $i$ belongs to $\Omega_{\text{nan}}$, $\Omega_{\text{nan}} = \{c_1, c_2, \ldots, c_{\text{nan}}\}$, and $N_{\text{nan}}$ represents the number of missing values in the load profile. The first step is to encode the load curve slated for restoration utilizing the dictionary matrix. The expression of the encoding is given by Equation (8):

$$y_{\Omega} = y - \{y_i | i \in \Omega_{\text{nan}}\}$$

$D_{\Omega} = D - \{d_{i\text{row}} | i \in \Omega_{\text{nan}}\}$

$$\min_{\mathbf{x}^*} \left\{ \| y_{\Omega} - D_{\Omega} \mathbf{x}^* \| \right\} \text{ s.t. } \forall i, \| \mathbf{x}^*_i \|_0 \leq T_0.$$  

where $y_{\Omega}$ is the successfully collected load data in the load curve $y$ with a length of $N - N_{\text{nan}}$. $d_{i\text{row}}$ is the $i$-th dimensional (row) feature vector in $D$. $D_{\Omega}$ is the result of removing the feature row vectors corresponding to the missing moments from the dictionary matrix $D$, $D_{\Omega}$ is denoted as $D_{\Omega} \in \mathbb{R}^{N - N_{\text{nan}} \times K}$. $x^*$ is the reconstruction vector and the sparse coding vector obtained by $y_{\Omega}$ based on the decomposition of $D_{\Omega}$, of which the values are composed of the usage patterns determined based on the successfully collected load data. These values represent the possible usage patterns of the load profile requiring repair.

Further, based on the reconstructed vector and the complete dictionary, the complete load curve is reconstructed employing Equations (9) and (10):

$$y^* = D x^*$$

$$y_i = y^*_i, i \in \Omega_{\text{nan}}$$

where $y^*$ is the reconstructed load profile, obtained by reconstructing the vector $x^*$ and the complete dictionary matrix $D$. The variable $y^*_i$ represents the reconstructed load data in $y^*$ corresponding to the missing moment of acquisition.

The data filling method based on K-SVD proposed in this paper is shown in Figure 1. It consists of two main parts: one involves dictionary learning, which perceives the energy usage patterns of the buildings. The second involves sparse coding and reconstructing the missing load data. The training samples are used to obtain the complete dictionary based on the K-SVD decomposition algorithm. Then, the row with missing and the corresponding rows in the dictionary are eliminated, and sparse coding identifies the structure of the energy consumption patterns to obtain the base vectors of the sample to be repaired.
2.2. Evaluation Metrics

To evaluate and compare the performance of the data filling methods, two criteria are adopted as follows.

(1) Mean Absolute Percentage Error (MAPE):

The MAPE can be calculated by Equation (11). A lower MAPE indicates a higher accuracy of the data imputation.

$$\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{A_i - F_i}{A_i} \right|$$  \hspace{1cm} (11)

where $A_i$ represents the actual load, kW; $F_i$ represents the predicted or filled load, kW; and $n$ represents the number of samples.

(2) Coefficient of Variation of the Root Mean Square Error (CVRMSE):

The CVRMSE is a statistical indicator of accuracy as shown in Equation (12). A lower CVRMSE means that the data filling performance is better.

$$\text{CVRMSE} = \sqrt{\frac{\sum_{i=1}^{n} (A_i - \bar{A})^2}{n-1}}$$  \hspace{1cm} (12)

where $A_i$ represents the actual load, kW; $F_i$ represents filled load, kW; $\bar{A}$ represents the average of the actual load, kW; and $n$ represents the number of samples.

3. Energy Consumption Data of a Building and Evaluation Scenarios

To verify the effectiveness of the proposed K-SVD method, the energy data of a hospital building in Wuhan from 31 October 2021 to 18 April 2022 are used. The local climate
is hot in summer and cold in winter, and no district heating is supplied in the region. Totally, the hourly load data of 170 days are obtained, as shown in Figure 2. It shows that the energy consumption is higher from the end of December to February of the following year due to the heating demand of the building. The load is lower in the remaining months due to the transitional season. The hourly load distribution is shown in Figure 3. It shows that energy usage is higher from 7:00 to 17:00 due to the working hours of the building. The energy consumption is stable and lower during the non-working hours.

Figure 2. Hourly load profile of the building from 31 October 2021 to 18 April 2022.

Figure 3. Daily load distribution of the building at different hours.

To validate the method, several typical and commonly used methods are compared and explained as follows:

(1) Method 1: It is interpolated based on the linear regression of the previous two adjacent data.

(2) Method 2: The missing data are estimated by assuming the linear relationship between the data before and after it.
(3) Method 3: The load at the same moment of the same weekday of the previous week is utilized to fill in the missing values. It is assumed the working pattern and energy consumption would not vary significantly in two weeks.

(4) Method 4: The mean value of the load data obtained by Method 3 and the load data at the previous moment of the missing data is used.

(5) Method 5: It fills the data with the mean of the data obtained by Method 1 and Method 3, considering the periodic and time-series characteristics of the load data.

(6) Method 6: It fills the data with the mean of the data obtained by Method 2 and Method 3, also considering the periodic and time-series characteristics of the load data.

(7) Method 7: The missing load data are filled with that at the same time of the nearest previous weekday or weekend. It is assumed that the working pattern and energy consumption do not change significantly for adjacent days of weekdays or weekends, respectively.

To better understand the performance of the proposed method, factors that affect the data filling performance are considered, including the dictionary size, the missing continuity, and the sample size. Details are explained as follows.

- Dictionary size: The dictionary size determines the complexity of the model. If the dictionary is too large, it may lead to overfitting. Conversely, if the dictionary is too small, it may lead to underfitting. Moreover, increasing the dictionary size may increase the computational complexity of the K-SVD algorithm. Thus, the influence of the dictionary size is evaluated.

- Missing continuity: It will affect the integrity of the information in the original data. Therefore, in this study, the continuity of the missing data is considered to show the advantages of the data filling method.

- Training sample size: The training sample size would affect the quality of the learned dictionary and the computational cost. Thus, the impact of the training sample size is considered and tested.

4. Result Analysis and Discussions

The performance of the proposed data filling method based on K-SVD is introduced in this section under various scenarios and compared with the traditional methods.

4.1. Impact of the Dictionary Size

The load data of the building from November and December of 2021 are selected to study the filling performance of the K-SVD method. Six days in December were randomly chosen, and each day had five randomly non-consecutive missing data. The remaining energy consumption data for December and November are used to obtain the dictionary, which is later utilized to reconstruct and fill in the missing data.

The filling performance is shown in Figure 4. It can be observed that the MAPE is approximately 11% to 15%, and the CVRMSE is around 15% to 20%. The MAPE and CVRMSE almost do not increase with \( k \). When the dictionary size is too large, the model is sensitive to noise, and “overfitting” is more likely to occur, resulting in poorer generalization performance. Therefore, a small dictionary size is recommended, taking into account computational complexity considerations. The imputation results when the dictionary size is 2 are depicted in Figure 5. The filled data match well with the original data. This indicates that the proposed K-SVD method can fill the missing data with promising performance.
4.2. Impact of the Missing Continuity

The filling performance of the K-SVD-based method under consecutive and non-consecutive missing energy consumption data is analyzed in this section. The load data for December are selected. Six days in December are selected randomly and five data points on each day are randomly eliminated. The remaining data from December and November are employed for dictionary learning. Then, the dictionary is used to fill the deleted data points. These five removed hours are, respectively, consecutive and non-consecutive in the two scenarios.

The filling results are shown in Table 1. It can be observed that most methods perform better filling in the non-continuous missing data compared with the continuous missing data. Particularly, the difference in the MAPE in filling the consecutive and non-consecutive missing data based on the K-SVD method is approximately 4%, and the difference in the CVRMSSE is around 6.7%. Non-consecutive missing data imply relatively dispersed data absence with relatively less local information loss. The K-SVD-based method can more easily find dictionary representations for the non-consecutive missing. Conversely,
the consecutive missing means more loss of local information, leading to increased difficulty in the imputation process.

Table 1. Filling results of different missing types with small samples.

<table>
<thead>
<tr>
<th>Missing Type</th>
<th>Evaluation Metric</th>
<th>K-SVD</th>
<th>Method 1</th>
<th>Method 2</th>
<th>Method 3</th>
<th>Method 4</th>
<th>Method 5</th>
<th>Method 6</th>
<th>Method 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consecutive</td>
<td>MAPE</td>
<td>14.8%</td>
<td>42.9%</td>
<td>24.9%</td>
<td>17.8%</td>
<td>16.9%</td>
<td>25.3%</td>
<td>20.6%</td>
<td>15.3%</td>
</tr>
<tr>
<td></td>
<td>CVRMSE</td>
<td>22.4%</td>
<td>57.9%</td>
<td>35.1%</td>
<td>22.4%</td>
<td>20.9%</td>
<td>35.4%</td>
<td>29.3%</td>
<td>18.5%</td>
</tr>
<tr>
<td>Non-Consecutive</td>
<td>MAPE</td>
<td>10.8%</td>
<td>20.2%</td>
<td>19.5%</td>
<td>17.4%</td>
<td>13.4%</td>
<td>17.5%</td>
<td>17.7%</td>
<td>15.8%</td>
</tr>
<tr>
<td></td>
<td>CVRMSE</td>
<td>15.7%</td>
<td>22.4%</td>
<td>21.7%</td>
<td>25.1%</td>
<td>21.1%</td>
<td>20.6%</td>
<td>20.8%</td>
<td>23.9%</td>
</tr>
</tbody>
</table>

The K-SVD-based filling method can achieve better performance than the traditional methods with a lower MAPE and CVRMSE. The MAPE and CVRMSE of the proposed method are between 10.8% and 14.8%, and between 15.7% and 22.4%. On the other hand, the MAPE and CVRMSE of the other methods change from 13.4% to 42.9% and 18.5% to 57.9%. The filling deviation of the K-SVD method is relatively smaller. Particularly, the MAPE and the CVRMSE can be improved by 2.6–28.1% and 2.8–35.5%.

The filling results are shown in Figures 6 and 7. It can be seen that most methods demonstrate better performance in filling the non-consecutive missing data. Moreover, the K-SVD-based filling method is mostly closer to the original data. The deviations of consecutive missing and non-consecutive missing are from 0 kW to 50 kW and from 0 kW to 100 kW, respectively.

Figure 6. Filling results of consecutive missing points with small samples.

Figure 7. Filling results of non-consecutive missing points with small samples.
4.3. Impact of the Sample Size

The filling performance of the K-SVD-based method considering the impact of the learning sample size is analyzed in this section. The smaller training sample size implies that only the data from November are used for dictionary learning, reconstruction, and imputation. A larger training sample size implies that the energy consumption data from November 2021 to April 2022 are used for dictionary learning. To ensure the same missing rate, 36 days and 6 days are randomly selected for large and small samples, respectively, with 5 h missing each day. These 5 h can be consecutive and non-consecutive.

The filling results of the proposed K-SVD method compared with traditional methods are shown in Table 2. It can be observed that the K-SVD method demonstrates a higher accuracy under the smaller learning sample size. The MAPE is between 9.3% and 9.4%, and the CVRMSE is between 12% and 17.1%. When the training sample is larger, the MAPE and CVRMSE are increased by 14.7–20.1% and 16.3–17%. When the sample size is small, the learned dictionary is more likely to capture the intrinsic features of the energy usage patterns. It can enhance the performance of imputation. In addition, the filling performance of all methods is better under non-consecutive missing compared with consecutive missing. The priority of the K-SVD-based filling method is stronger under smaller learning samples, with a much lower MAPE and CVRMSE.

The filling results of the large sample are shown in Figures 8 and 9. It can be found that all methods perform slightly better in non-consecutive missing values. The deviations based on the K-SVD method under consecutive missing and non-consecutive missing are from 0 kW to 150 kW and from 0 kW to 100 kW, respectively.

Table 2. Filling results of different sample sizes.

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>Missing Type</th>
<th>Evaluation Metric</th>
<th>K-SVD</th>
<th>Method 1</th>
<th>Method 2</th>
<th>Method 3</th>
<th>Method 4</th>
<th>Method 5</th>
<th>Method 6</th>
<th>Method 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>month</td>
<td>Consecutive</td>
<td>MAPE</td>
<td>9.4%</td>
<td>74.9%</td>
<td>20.9%</td>
<td>22.8%</td>
<td>21.3%</td>
<td>40.3%</td>
<td>19.8%</td>
<td>19.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVRMSE</td>
<td>17.1%</td>
<td>121.2%</td>
<td>26.7%</td>
<td>32.1%</td>
<td>30.2%</td>
<td>59.7%</td>
<td>26.2%</td>
<td>25.3%</td>
</tr>
<tr>
<td></td>
<td>Non-Consecutive</td>
<td>MAPE</td>
<td>9.3%</td>
<td>16.7%</td>
<td>16.7%</td>
<td>18.6%</td>
<td>18.7%</td>
<td>16.7%</td>
<td>16.7%</td>
<td>13.1%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVRMSE</td>
<td>12.0%</td>
<td>21.1%</td>
<td>21.1%</td>
<td>23.1%</td>
<td>23.3%</td>
<td>21.1%</td>
<td>21.1%</td>
<td>18.7%</td>
</tr>
<tr>
<td>Half year</td>
<td>Consecutive</td>
<td>MAPE</td>
<td>29.5%</td>
<td>28.2%</td>
<td>28.2%</td>
<td>30.5%</td>
<td>30.9%</td>
<td>28.6%</td>
<td>28.6%</td>
<td>31.2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVRMSE</td>
<td>33.4%</td>
<td>39.1%</td>
<td>39.1%</td>
<td>47.9%</td>
<td>48.6%</td>
<td>40.4%</td>
<td>40.4%</td>
<td>49.6%</td>
</tr>
<tr>
<td></td>
<td>Non-Consecutive</td>
<td>MAPE</td>
<td>24.0%</td>
<td>24.9%</td>
<td>26.5%</td>
<td>26.8%</td>
<td>25.9%</td>
<td>24.6%</td>
<td>26.6%</td>
<td>27.7%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVRMSE</td>
<td>29.0%</td>
<td>36.5%</td>
<td>42.0%</td>
<td>40.5%</td>
<td>39.3%</td>
<td>38.3%</td>
<td>42.2%</td>
<td>35.4%</td>
</tr>
</tbody>
</table>

Figure 8. Filling results of consecutive missing points with large samples.
5. Conclusions

A data imputation method based on K-SVD is proposed in this study aiming to fill the missing or abnormal building energy consumption data. To estimate the effectiveness of the proposed method, it is compared with the traditional linear interpolation and nearest neighbor interpolation methods, considering the influence of the dictionary size, missing continuity, and sample size. The following conclusions can be obtained based on the test on the building energy data:

1. The proposed K-SVD-based method can fill the missing energy consumption data with high accuracy. The MAPE and CVRMSE are 10.8–14.8% and 15.7–22.4%. It shows a better imputation performance compared with other traditional methods, resulting in a decrease in the MAPE and CVRMSE by 3.8–45.4% and 6.7–87.8%.

2. The increase in dictionary size would not lead to better filling accuracy, so a smaller size is recommended. However, the optimal size should be checked before being applied.

3. The K-SVD-based method performs better for the non-consecutive missing data compared with the consecutive missing situation. The MAPE and CVRMSE for non-consecutive missing can be lower by 0.1–4% and 5.1–6.7% compared with that for consecutive missing data. However, the filling advantage of the proposed method is stronger for consecutive missing data compared with the traditional methods.

4. The proposed method can achieve a higher filling accuracy when the learning sample size is small. The accuracy of the imputation method using K-SVD, based on the data of one month, evaluated by MAPE and CVRMSE, ranges from 9.3% to 9.4% and 12% to 17.1%. It is much lower than that with a large learning sample size.

The proposed K-SVD data filling methods in this paper would provide an effective technique for preprocessing building energy consumption data. Currently, we have only compared it with classical traditional methods. The comparisons with other filling alternatives will be conducted in the future work. Considering that the building energy usage pattern changes over time, the dictionary should be updated to improve the filling accuracy. Furthermore, the impact of the missing rate is not considered in this paper and it would also affect the performance of the K-SVD-based method. All these should be considered in further study.
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