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Abstract: This paper proposes a deep learning algorithm that can improve pill identification perfor-
mance using limited training data. In general, when individual pills are detected in multiple pill
images, the algorithm uses multiple pill images from the learning stage. However, when there is
an increase in the number of pill types to be identified, the pill combinations in an image increase
exponentially. To detect individual pills in an image that contains multiple pills, we first propose an
effective database expansion method for a single pill. Then, the expanded training data are used to
improve the detection performance. Our proposed method shows higher performance improvement
than the existing algorithms despite the limited imaging and data set size. Our proposed method will
help minimize problems, such as loss of productivity and human error, which occur while inspecting
dispensed pills.
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1. Introduction

Drug prescription and inventory management are very important tasks for safe
drug dispensing, while promptness and accuracy are also very essential. Approximately
1000 types of pills are handled in large hospitals. The pills used by patients are changed
depending on the patient’s degree of improvement. In many existing hospitals and pharma-
cies, the pharmacist manually sorts and packs the pills according to the prescription, which
is a time-consuming process. In addition, simple repetitive tasks can cause fatigue leading
to mistakes being made during pill sorting; such situations can lead to medical accidents.

In recent years, automated equipment, such as automated medication dispensing
machines [1–3], have rapidly spread in pharmacies and hospitals where multiple dispensing
tasks need to be performed, such as sorting and packaging pills. An automated medication
dispensing machine is a device that sorts and packs drugs based on a prescription that is
input from a computerized program. However, the automatic dispensing machine also
requires a function to inspect the prepared product because there is a risk of erroneous
formulation. A vision inspection method using a digital camera is a widely used. The vision
inspection method uses two forms of analysis. First, there is a rule-based analysis method
that compares and analyzes product characteristics [4]. The second method for analysis
involves a template that compares a similarity with a reference image [5–7]. Recently, deep
learning-based object detection algorithms have been developed and investigated [8–11].

The template matching method is a method for finding a region with the highest
similarity to a reference image in an input image. The methods used for comparing
the input image with the reference image are divided into two categories: pixel-based
and shape-based matching methods. The pixel-based matching method calculates the
difference between the pixels of the reference image and the input image. Its representative
methods include the sum of squared difference and normalized cross correlation [12,13].
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The pixel-based matching method is robust against distortions such as blurring caused
by the shaking of the camera during capturing. However, the pixel-based method is not
effective for changes in the size and rotation of the inspection object because it calculates
the difference between the pixels.

The shape-based matching method is a method for extracting a region of interest
(ROI) of a test subject from a reference image and comparing it with an input image. The
shape-based matching method does not use all the pixels of the reference image. Rather, it
uses only the representative features and is effective in changing the size and rotation of an
object. The shape-based matching method is superior to the pixel-based matching method
in relation to lighting changes. Its representative methods include scale-invariant feature
transform and shape-based matching included in the MVTec HALCON library [14–16].

Deep learning technology is an artificial neural network technology that can learn and
make judgments on its own based on data. This technology shows excellent performance in
the field of object detection. Object detection refers to a method that specifies not only the
presence of an object in an image but also the type and location of the object. Representative
deep learning methods include you only look once (YOLO) and region-based convolutional
neural network (R-CNN) [17,18]. To improve the detection performance in deep learning,
scientists use various methods, such as data processing, loss function improvement, convo-
lution layer control, and activation functions [19–23]. Instead of using the structure of a
single convolutional neural network (CNN), a complex structure involving color, shape,
and difference images is used [24]. However, the deep learning method requires a large
amount of data for training despite its excellent detection performance. Substantial effort
is required to create new data that are not public. Therefore, it is important to investigate
how to effectively extend a small amount of data.

In this paper, we propose a regional deep learning algorithm that can improve de-
tection performance by using limited training data when learning for pill detection. The
proposed method aims to detect the location and type of individual pills in an image
containing multiple pills. In general, when an individual pill is detected in an image that
includes multiple pills, that image is also used in the learning stage. However, in the case
of dispensed drugs, the number of cases that can be combined in one image increases
exponentially as the types of detection targets increase. To solve this problem, the proposed
method limits the data by capturing an image of only a single pill when generating the
training data. To improve local detection performance, a two-step detection method based
on Mask R-CNN is used. In the first step, we aim to detect only the number and area of the
pills included in the image, regardless of the type of pill. In the second step, after separating
the pill detected in the first step from the background, the type of the corresponding pill
is detected. The training data consisting of a single pill can be used for the second-step
learning because the pill was separated from the background. Consequently, even if the
types of pills increase, it is easy to acquire training data because only the data on individual
pills need to be considered. Finally, post-processing algorithms, such as image rotation,
were applied to further improve performance in detecting the second-stage pill. The pro-
posed pill learning and detection algorithm demonstrated higher detection performance
improvement than the existing algorithms despite the limited imaging and data set size.
This is expected to improve the performance of the automated devices (e.g., automated
medication dispensing machine) and to minimize problems (e.g., loss of productivity and
human errors).

2. Mask R-CNN

Mask R-CNN is an extended model of Faster R-CNN, which is an instance segmen-
tation algorithm that simultaneously predicts the bounding box that informs the existing
object location and the mask of the object area [25,26]. Figure 1 shows an example of image
segmentation and object detection. Figure 1a is an input image and consists of four types of
pills and a background. Figure 1b shows the result of a semantic segmentation. The picture
is divided into two areas, the background and the pill. All pills belong to a single entity [27].
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Figure 1c shows the result of an object detection, and it can be seen that the location of each
pill is detected by the bounding box. Figure 1d shows the result of instance segmentation.
Instance segmentation is a combination of semantic segmentation and object detection, and
unlike the semantic segmentation, each pill is an individual object as a separate entity.
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Figure 1. Examples of image segmentation and object detection: (a) Input image; (b) Semantic
segmentation; (c) Object detection; (d) Instance segmentation.

Figure 2 shows the structures of Faster R-CNN and Mask R-CNN. Faster R-CNN
consists of (i) a region proposal network that predicts the bounding boxes, (ii) the RoIPool
that extracts the feature maps inside the bounding boxes, and (iii) multiclass classification
and regression learning of the bounding boxes. Mask R-CNN is based on the structure of
Faster R-CNN, and binary mask learning is performed for each ROI at the same time as the
class classification and bounding box regression learning.

Chemosensors 2022, 9, x FOR PEER REVIEW 3 of 17 
 

 

segmentation is a combination of semantic segmentation and object detection, and unlike the 
semantic segmentation, each pill is an individual object as a separate entity. 

  
(a) (b) 

  
(c) (d) 

Figure 1. Examples of image segmentation and object detection: (a) Input image; (b) Semantic seg-
mentation; (c) Object detection; (d) Instance segmentation. 

Figure 2 shows the structures of Faster R-CNN and Mask R-CNN. Faster R-CNN con-
sists of (i) a region proposal network that predicts the bounding boxes, (ii) the RoIPool that 
extracts the feature maps inside the bounding boxes, and (iii) multiclass classification and 
regression learning of the bounding boxes. Mask R-CNN is based on the structure of Faster 
R-CNN, and binary mask learning is performed for each ROI at the same time as the class 
classification and bounding box regression learning. 

 

 

(a) (b) 

Figure 2. Structures of (a) Faster region-based convolutional neural network (R-CNN) and (b) Mask 
R-CNN. 

Figure 2. Structures of (a) Faster region-based convolutional neural network (R-CNN) and (b) Mask R-CNN.



Chemosensors 2022, 10, 4 4 of 17

Mask R-CNN’s RoIAlign is an algorithm for resolving the discrepancy between the
ROI and feature map positions that occur in the Faster R-CNN’s RoIPool. Figure 3 shows
the structure of RoIAlign. The loss calculated for each ROI during training is as follows:

L = Lcls + Lbox + Lmask, (1)

where Lcls is the classifying loss, Lbox is the bounding box loss, and Lmask is the average
binary cross-entropy loss of a binary mask.
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3. Mask R-CNN–Based Pill Inspection Model

In general, to detect individual pills in multiple pill images, the training data images
need to include multiple pills. In addition, the location and class of pills need to be defined
for each image. However, as the types of pills increase, the number of possible combinations
increases rapidly; therefore, the capturing of the training data and the labeling of the pill
class in each image become complicated. Therefore, we propose a method for effectively
detecting individual pills in an image that includes multiple pills. The individual pills will
be detected by learning an image containing only one pill for each pill class.

Figure 4 shows the progress of the proposed pill learning and detection method. The
proposed method consists of four steps. The first step is preprocessing learning, which is a
single class of pill area learning for detecting the area of a pill. The second step is the data
labeling process. The third step is multi-class pill detection learning to determine the types
of pills detected in the first step. The fourth step is the pill detection process. The learning
of pill detection is divided into two steps. In Step 1, an image of multiple pills was used as
the training data for detecting the pill area. In Step 2, an image of a single pill was used as
the multi-class training data.
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3.1. Single-Class—Based Pill Area Detection Learning

Single-class pill area detection learning is conducted to accurately detect the location
of pills in an image. This learning model is used to separate pills from the background
during label automation and detection of multiple classes of pills. To accurately detect the
various positions of the pills in the image, we used an image containing multiple pills and
a binary mask image corresponding to each image. The class was matched as one class
(“Pill”) regardless of the type of pill.

Figure 5 shows the resultant image. The area of the pill is indicated in units of pixels
regardless of the color and shape of the pill. Training for pill area detection is performed to
detect the location and area of individual pills when detecting pills. Detection is performed
once as pre-training for pill detection.
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3.2. Data Labeling and Automatic Generation of JSON Files

Data labeling refers to the work of classifying and transforming data using data
processing tools to train a deep learning model. For image-based object detection, the
training image and the position coordinates of the object corresponding to each image
are required. Mask R-CNN requires polygonal coordinates that represent the shape of
the object and the position coordinates of the object. To create this polygonal coordinate,
it is necessary to use the video annotation tool for displaying the polygonal coordinates
and class names for each object in the image. However, the use of these tools require
considerable time and effort. To reduce losses, we need a way to automate data labeling.
For automation, we propose a method for detecting the area of a pill using the single-class
pill area learning model given in Section 3.1, and we change the detected area into polygonal
coordinates. We also propose a method for automatically converting the coordinates and
image information into a JSON file.

Figure 6 shows the proposed data labeling and JSON file generation process. The data
stored in the JSON file include the file name of each image and the polygonal coordinates
of the pill area.
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The process of automation consists of the following steps: region detection, bina-
rization, region dilation, contour extraction, and JavaScript Object Notation (JSON) file
generation. The region detection process selects the region of the pill using a one-step
learning model, and the binary step is used to expand the detected region and extract the
contour. The dilation process of the pill area was used to improve the detection perfor-
mance by including more edge information (shade regions) of the pill during training. To
match the center of the expanded area with the center of the actual pill when the area is
enlarged, the image was enlarged based on the centroid of the detected pill area using the
following formula:

D(x, y) =

 sx 0 −xc
0 sy −yc
0 0 1

T(x, y) +

 xc
yc
1

, (2)

xc =
|x|T(x, y) = 255|

N
, (3)

yc =
|y|T(x, y) = 255|

N
, (4)

where D(x,y) denotes an enlarged image, and the size of the image is the same as the size
of T(x,y), which is the input image. The parameters sx and sy denote the ratios applied to
the dilation; the dilation ratio was set to 1.2 for both sx and sy. The parameters xc and yc
denote the center of gravity of the pill area. N indicates the number of pixels satisfying
T(x,y) = 255.

The next step is to extract the contour of the enlarged area and then convert it into
polygonal coordinates. To extract the polygonal coordinates from the binary image, we
used the findContours function of an OpenCV library. Finally, we saved the data labels of
each image as a JSON file. In this step, the data capacity was reduced by converting the
training data into a JSON file and storing this file. The image and the location information
of the pill existing in the image were read efficiently during the learning process.
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3.3. Multi-Class—Based Pill Label Detection Learning

A model for pill label detection requires a model specialized in classification and
detection. Mask R-CNN is a successor model to Faster R-CNN and has the best perfor-
mance among the pill detection models analyzed in [28]. Mask R-CNN has an instance
segmentation function that can express the area of the detected object in pixels. The pro-
posed learning model uses a training image in which only one pill exists per image, and
a JSON file with polygonal coordinates of the pill area is used as the input data. Data
for the pill area are obtained using the pill region detection model given in Section 3.1.
The obtained data are converted into a JSON file using data labeling and the JSON file
automatic generation algorithm described in Section 3.2.

In addition, exposure and rotation augmentation were performed to supplement the
insufficient data during training. For data augmentation, “imgaug” of a python library [29]
was used, and the image was rotated at an arbitrary angle between−180◦ and +180◦ during
training. Finally, multi-class learning using individual pill images was performed. Figure 7
shows the training process for multi-class pill detection.
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The rotated images are used for validation data. In the data classification step, the image data are
classified into training and validation data set.

Figures 8 and 9 show the need for the proposed two-step model. Figure 8 shows
the results of learning an image in which only one pill exists as the training data. It also
shows the result of detecting a pill in an image that includes multiple pills using this model.
Figure 8a is the result of setting only one class (“Pill”) during learning regardless of the type
of pill, and Figure 8b is the result of learning with multiple classes using the same training
data. In Figure 8a, although the image was learned with only one pill, it is composed of one
class; therefore, it seems that the individual pill area can be detected even in the image that
contains multiple pills. However, in multi-class learning in Figure 8b, we can see that many
miss-detection, over-detection, and non-detection phenomena appear during testing.
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Figure 9. Results with and without adjacent pills: (a) Image in which the pills were undetected
due to adjacent pills; (b) Image in which the undetected pills were detected after the adjacent pills
were removed.

Figure 9 shows the test results for the effect of adjacent pills. Figure 9a clearly shows
that non-detection was observed for two pills and over-detection was observed the other
pills. At this time, to check the effect on the adjacent pills, we removed the three pills DW,
L0X, and T19, as shown in Figure 9a, and performed the test again. Figure 9b shows the
results. Consequently, the two tablets C0 and NGP, which were not detected earlier (see
Figure 9a), were detected. Therefore, to effectively adopt the model learned by using the
image in which only one pill exists, it is necessary to create an image in which only one
pill exists by removing the surrounding pills during detection. For this purpose, we used a
two-step method of single-class pill area detection and multi-class pill detection.

3.4. Pill Detection Process
3.4.1. Optimization of Area Dilation in Detecting Multi-Class Pills

This part is foreground-background segregation. When the pill was separated from
the background, the detected area was enlarged by a certain percentage to include more
edge information of the pill. Figure 10 shows the resulting image according to the area
dilation ratio. Figure 10a,b show the detection results in the multi-class pill detection model
after dilation of each detected area by 10% and 20%. In Figure 10a, a few pills are smaller
than the area used for learning. Therefore, non-detection occurred. In the bottom right
image of Figure 10b, when the area is enlarged at the rate of 20%, a portion of the adjacent
pill is included, which results in false detection. An additional post-processing algorithm is
required to solve this problem.

Chemosensors 2022, 9, x FOR PEER REVIEW 8 of 17 
 

 

  
(a) (b) 

Figure 9. Results with and without adjacent pills: (a) Image in which the pills were undetected due 
to adjacent pills; (b) Image in which the undetected pills were detected after the adjacent pills were 
removed. 

3.4. Pill Detection Process 
3.4.1. Optimization of Area Dilation in Detecting Multi-Class Pills 

This part is foreground-background segregation. When the pill was separated from the 
background, the detected area was enlarged by a certain percentage to include more edge 
information of the pill. Figure 10 shows the resulting image according to the area dilation 
ratio. Figure 10a,b show the detection results in the multi-class pill detection model after 
dilation of each detected area by 10% and 20%. In Figure 10a, a few pills are smaller than 
the area used for learning. Therefore, non-detection occurred. In the bottom right image of 
Figure 10b, when the area is enlarged at the rate of 20%, a portion of the adjacent pill is 
included, which results in false detection. An additional post-processing algorithm is re-
quired to solve this problem. 

  
(a) (b) 

Figure 10. Resultant images according to the dilation ratio in the second-stage detection: (a) Results 
of the 10% area dilation ratio; (b) Results of 20% area dilation ratio. 

3.4.2. Post-Processing Algorithm to Enhance the Multi-Class Detection Performance 
When training the multi-class pill detection model with rotation augmentation, de-

tection was not performed for some angles. To solve this problem, we added a method for 
repeating detection by rotating the input image when the pill was not detected. Figure 11 
shows the detection results before and after rotation of the input image. Figure 11a shows 
an image of a pill separated from the background after detecting the pill area, and it shows 
the result of a failure to detect during pill classification. Figure 11b shows the result of 
multi-class detection after rotating the image of Figure 11a by 45°. Unlike Figure 11a, we 
can see that the pill was accurately detected. If multiple results appear in Figure 10b, only 
the result with the largest area was selected. The post-processing steps to improve the 
multi-class detection performance are as follows: 
(1) After pill area detection, 20% dilation is performed. 
(2) When multiple pills are detected, the pill with the largest area is selected. 

Figure 10. Resultant images according to the dilation ratio in the second-stage detection: (a) Results
of the 10% area dilation ratio; (b) Results of 20% area dilation ratio.

3.4.2. Post-Processing Algorithm to Enhance the Multi-Class Detection Performance

When training the multi-class pill detection model with rotation augmentation, detec-
tion was not performed for some angles. To solve this problem, we added a method for
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repeating detection by rotating the input image when the pill was not detected. Figure 11
shows the detection results before and after rotation of the input image. Figure 11a shows
an image of a pill separated from the background after detecting the pill area, and it shows
the result of a failure to detect during pill classification. Figure 11b shows the result of
multi-class detection after rotating the image of Figure 11a by 45◦. Unlike Figure 11a, we
can see that the pill was accurately detected. If multiple results appear in Figure 10b, only
the result with the largest area was selected. The post-processing steps to improve the
multi-class detection performance are as follows:

(1) After pill area detection, 20% dilation is performed.
(2) When multiple pills are detected, the pill with the largest area is selected.
(3) When the pill is not detected, stepwise rotation detection is performed from 1◦ to 45◦.
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4. Results
4.1. Pill Area Detection Experiment

The first stage is a model for detecting the number of pills and the area of the pills in
the image regardless of the type of pills. Therefore, when learning, the parameter is set as a
single “Pill” class without class classification according to the type of pill.

Figures 12 and 13 are experiments to improve the performance of the first-stage pill
area detection. Figure 12 shows an image in which only one pill was used as the training
data during the first-step model training. In Figure 12, we used six kinds of pills for the
training data. Each image consists of a pill that is placed in various directions and positions.
Each image was taken as two images with different exposures using the bracketing function
of the camera, and 600 images were used for learning. Data augmentation was not used
during training, and the epoch was fixed at 100. Figure 12a shows the training data set,
and Figure 12b shows the result of area detection. Figure 12b shows over-detection, that is,
detecting a larger area than the area of some pills. To solve this over-detection problem,
the pill area dectection model was retrained using images containing multiple pills (see
Figure 13).

Figure 13a shows a part of the image used for training. The image includes six kinds of
pills; each image contains five to six pills, and the location of the pills is variously arranged.
Each image was taken as two images with different exposures using the bracketing function
of the camera, and 50 images were used for training. The polygonal coordinates were
manually indicated for each image. Data augmentation was not used during training,
and the epoch was fixed at 20. Figure 13b is the detection result of the pill area. In the
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image on the left of Figure 13b, all the pill positions are accurately displayed. In the image
on the right of Figure 13b, the pill area is accurately displayed without over-detection or
non-detection for pills not used for other backgrounds and for learning.

Chemosensors 2022, 9, x FOR PEER REVIEW 10 of 17 
 

 

 
(a) 

  
(b) 

Figure 12. Detection results using single pill image training data set: (a) Training data set consisting 
of single pill images; (b) Detection results of multiple pills. 
Figure 12. Detection results using single pill image training data set: (a) Training data set consisting
of single pill images; (b) Detection results of multiple pills.



Chemosensors 2022, 10, 4 11 of 17Chemosensors 2022, 9, x FOR PEER REVIEW 11 of 17 
 

 

 
(a) 

  
(b) 

Figure 13. Detection results using image training data set for multiple pills: (a) Training data set 
consisting of multiple pill images; (b) Detection results of multiple pills. 

4.2. Pill Label Detection Experiment 
For two-step multi-class pill detection, the training data for 27 kinds of pills (including 

10 kinds of white pills) were generated. The training data consisted of a single pill image and 
polygonal coordinates that represented the pill area of each image. When shooting a learning 
video, the shutter speed of the camera was adjusted to shoot images simultaneously with dif-
ferent amounts of exposure, and the position of the pill was changed for each shot. The posi-
tion of the pill was physically changed, such as left–right inversion, 45° unit rotation, and 
eight-direction movement along the up, down, left, and right diagonals. To compensate insuf-
ficient data during learning, the images were rotated at an arbitrary angle ranging from 
−180° to +180°, while 30% of the total data were used for validation. 

The two-step learning model is based on Mask R-CNN [30]. The input image size 
was 1024 × 1024, and the color space was RGB. The batch size was 4, and the learning rate 
was 0.01. Backbone ResNet50 was used as the network. We also used Python 3.6, Tensorflow 
1.14, and Keras 2.1.3 frameworks on the Windows 10 operating system. 

Unlike the case for chromatic pills, the number of false positives for white pills in-
creases as the class increases. Table 1 shows false detection result. In the case of white pills 
photographed in the lateral direction, it is difficult to distinguish between the round and 

Figure 13. Detection results using image training data set for multiple pills: (a) Training data set
consisting of multiple pill images; (b) Detection results of multiple pills.

4.2. Pill Label Detection Experiment

For two-step multi-class pill detection, the training data for 27 kinds of pills (including
10 kinds of white pills) were generated. The training data consisted of a single pill image
and polygonal coordinates that represented the pill area of each image. When shooting a
learning video, the shutter speed of the camera was adjusted to shoot images simultane-
ously with different amounts of exposure, and the position of the pill was changed for each
shot. The position of the pill was physically changed, such as left–right inversion, 45◦ unit
rotation, and eight-direction movement along the up, down, left, and right diagonals. To
compensate insufficient data during learning, the images were rotated at an arbitrary angle
ranging from −180◦ to +180◦, while 30% of the total data were used for validation.

The two-step learning model is based on Mask R-CNN [30]. The input image size was
1024 × 1024, and the color space was RGB. The batch size was 4, and the learning rate was
0.01. Backbone ResNet50 was used as the network. We also used Python 3.6, Tensorflow
1.14, and Keras 2.1.3 frameworks on the Windows 10 operating system.

Unlike the case for chromatic pills, the number of false positives for white pills
increases as the class increases. Table 1 shows false detection result. In the case of white
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pills photographed in the lateral direction, it is difficult to distinguish between the round
and oval shapes even with the naked eye. Overfitting occurred due to relatively insufficient
data. Therefore, to improve the detection performance of white pills, additional images
were taken in the lateral direction when photographing white pills. In addition, the shooting
direction is in four diagonal directions and a 45◦ angle, and the number of side training data
doubled as compared with the previous case. By changing the shooting background to gray
(N5) with a reflectance of 50%, the boundary between the white pills was well distinguished.
Table 2 shows the final capturing conditions as well as training and test settings.

Table 1. False detection results of the sideways pill images.

Failure Case
Failure Information Ground Truth

Class Registered Image Class Registered Image
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Figures 14 and 15 show the performance of the proposed two-step learning model.
Figure 14 shows the results of not using post-processing when detecting multi-class pills,
and Figure 15 shows the results of applying post-processing. Table 3 shows the numerical
results of Figures 14 and 15. The precision and accuracy values were improved by 10–16%
in the learning range of less than 500 epochs depending on the area expansion and detection
improvement post-processing. The post-processing model shows the best performance at
300 epochs. Accuracy is lower than precision at 60 epochs because FN cases occur, and FN
cases do not happen above 100 epochs, so accuracy and precision have the same score. In
Table 3, we used two evaluation metrics, namely precision and accuracy, to compare the
performance according to the epoch.
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Table 2. Capturing conditions and training and test settings for simulations.

Environment Option Description

Capturing conditions

Count 728 (27 pills, 20–40 captures per pill)
Background Gray (N5, 50% reflectivity)

Position
[Set 1] center, 4-shift, rotation (0◦, 90◦), 2-exposure

[Set 2] Set 1 positions, 8-shift, rotation (0◦, 45◦, 90◦) for white pills

Training setting

Batch 4
Step size 182

Learning rate 0.01
Transfer learning ResNet50

Training set 728
Validation set 226 (30% random selections per class and rotation)
Augmentation From −180◦ to +180◦ random rotation per epoch

Test setting
Test set 50

Pill count 202
Threshold 0.5

Precision =
TP

TP + FP
, (5)

Accuracy =
TP

TP + FP + FN
, (6)

where TP, FP, and FN symbolize the true positive, false positive, and false negative, respectively.
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Table 3. Comparison of the detection performance with and without post-processing to improve
pill detection.

Without Post-Processing With Post-Processing

Epoch Precision Accuracy Precision Accuracy

60 0.712 0.673 0.808 0.748
100 0.733 0.733 0.832 0.832
140 0.777 0.777 0.881 0.881
200 0.787 0.787 0.901 0.901
300 0.787 0.787 0.916 0.916
400 0.777 0.777 0.901 0.901
500 0.827 0.827 0.911 0.911

Tables 4 and 5 show the detection results for the front and sideways position of the pills
with and without post-processing. Overall, we can see that the detection rate for the frontal
image of a pill is higher than that for the sideways image. The results of Table 5 with post-
processing show better performances than the results of Table 4 without post-processing.
Finally, Table 6 shows the detection rate of the sideways image according to the conversion
of the capturing conditions 1 and 2 (Set 1 and Set 2). By additionally taking data for the
side of the white pill, we confirmed that the detection performance of Set 2 was higher
than that of Set 1. The detection ratio is represented by OK/(OK + NG). Table 7 represents
the computational time of the proposed method without and with post-processing. The
number of images used for the test is 50, and the number of pills is 202. The computational
speed of 202 pills is 98.70 s without post-processing and 108.11 s with post-processing. The
average per pill is 0.49 s without post-processing and 0.54 s with post-processing.

Table 4. Detection results for 27 pills (without post-processing).

Front Side (Set 2 Condition)

Epoch OK NG Detection Ratio OK NG Detection Ratio

60 109 47 0.699 27 19 0.587
100 119 37 0.763 29 17 0.630
140 127 29 0.814 30 16 0.652
200 130 26 0.833 29 17 0.630
300 131 25 0.840 28 18 0.609
400 130 26 0.833 27 19 0.587
500 137 19 0.878 30 16 0.652

Table 5. Detection results for 27 pills (with post-processing).

Front Side (Set 2 Condition)

Epoch OK NG Detection Ratio OK NG Detection Ratio

60 122 34 0.782 29 17 0.630
100 138 18 0.885 30 16 0.652
140 147 9 0.942 31 15 0.674
200 149 7 0.955 33 13 0.717
300 152 4 0.974 33 13 0.717
400 146 10 0.936 36 10 0.783
500 149 7 0.955 35 11 0.761
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Table 6. Side pill detection results for 27 pills.

Side (Set 1 Condition) Side (Set 2 Condition)

Epoch OK NG Detection Ratio OK NG Detection Ratio

60 30 16 0.652 29 17 0.630
100 31 15 0.674 30 16 0.652
140 26 20 0.565 31 15 0.674
200 25 21 0.543 33 13 0.717
300 23 23 0.500 33 13 0.717
400 23 23 0.500 36 10 0.783

Table 7. Computational time of the proposed method without and with post-processing.

Without Post-Processing With Post-Processing

202 pills 98.70 s 108.11 s
Average per pill 0.49 s 0.54 s

We compared the results of the proposed method with YOLOv3 [31]. The training data
of YOLOv3 consist of single pill images, and multi pill images are used for testing without
proposed foreground-background segregation and post-processing. The images used for
training and testing of YOLOv3 are the same as those of the proposed method. The input
image size is 416 × 416, and the color space is RGB. The batch size is 64, and the learning
rate is 0.001. Other parameters and data augmentation options use default values. The
training is set to 10,000 iterations and this iteration can be calculated with approximately
880 epochs. Table 8 shows the results of YOLOv3 and the proposed method. The precision
of YOLOv3 is higher than that of the proposed method, but the accuracy of YOLOv3 is
lower than that of the proposed method because the FN of the proposed method is 0.
Therefore, the proposed method is better than YOLOv3 in terms of detection performance.

Table 8. Comparison results for each method.

Method TP FP FN Precision Accuracy

YOLOv3 148 12 42 0.925 0.733
Proposed method 187 15 0 0.916 0.916

5. Discussion

The detection of the pill area was used to confirm the number and location of pills
in the image to be examined using a learning model that consisted of a single class. For
effective learning in a single class, the training data consist of images with different exposure
levels obtained from images composed of multiple random pills. The results show that the
positions and numbers of various types of pills were accurately detected.

The second-stage learning model classifies the class of pills detected by the first-stage
learning. Unlike the first-stage learning model, the second-stage training data used an
image composed of one pill for each shooting. This can minimize the number of data
sets that increased in proportion to the number of classes because the number of classes
increased when shooting with multiple pill combinations.

In a classification detection experiment using an actual image of multiple pills, it
was confirmed that a single pill extraction and detection post-processing algorithm can
solve a number of non-detection, erroneous detection, and over-detection phenomena
that occurred because of differences between the multiple pill data and the training data
captured with a single pill.

6. Conclusions

In this paper, we proposed a deep learning algorithm that can improve the detection
performance based on limited training data and an effective database expansion method for
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the additional identification of pills. The proposed algorithm aims to detect individual pills
among multiple pills. To minimize the data required for learning, an image including only
one pill (not multiple pills) was taken when generating the training data. For pill detection,
we proposed a model with a two-step structure for the pill area detection and multi-class
pill detection. Moreover, we added single pill extraction and detection post-processing to
improve the detection ratio. This study proposes a limited pill identification method that
can be applied to various object detection techniques in environmental conditions that lack
training data in various fields.

However, there are fixed limitations in the experimental environment for acquiring
learning and test images, and it is necessary to experiment in various environments using
easy-to-use shooting tools such as mobile phones. Moreover, in addition to Mask R-CNN,
it is necessary to conduct an experiment by applying a recent transformer-based technique,
such as MaskFormer and Trans4Trans, that can simplify the mask classification task [32,33].
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