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Abstract: Higher heating values (HHV) is a very useful parameter for assessing the design and large-scale operation of biomass-driven energy systems. HHV is conventionally measured experimentally with an adiabatic oxygen bomb calorigrameter. This procedure is often time-consuming and expensive. Furthermore, limited access to the required facilities is the main bottleneck for researchers. Empirical linear and nonlinear models have initially been proposed to address these concerns. However, most of the models showed discrepancies with experimental results. Data-driven machine learning (ML) methods have also been adopted for HHV predictions due to their suitability for nonlinear problems. However, most ML correlations are based on proximate or ultimate analysis. In addition, the models are only applicable to either the originator biomass or one specific type. To address these shortcomings, a total of 227 biomass datasets based on four classes of biomass, including agricultural residue, industrial waste, energy crop, and woody biomass, were employed to develop and verify three different ML models, namely artificial neural network (ANN), decision tree (DT) and random forest (RF). The model incorporates proximate and ultimate analysis data and biomass as input features. RF model is identified as the most reliable because of its lowest mean absolute error (MAE) of 1.01 and mean squared error (MSE) of 1.87. The study findings can be used to predict HHV accurately without performing experiments.
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1. Introduction

The chemical and energy industries still rely on the relatively cheap and readily available fossil fuels-based feedstock for energy and power generation. However, the challenges of climate change, decreasing oil reserves, environmental pollution, and elevating fossil fuel prices have promoted an interest in other types of feedstock utilization. Alternative fuel sources such as biomass resources are cheap and abundantly available for the production of heat and electricity through the thermochemical or biological conversion processes [1]. At the same time, the use of biomass resources, specifically waste biomass, helps mitigate the challenges related to their disposal. The International Energy Agency (IEA) noted that biomass accounts for up to 14% of the world’s primary energy supply [2]. Moreover, the value is projected to increase further due to the significant interest in renewable energy sources.

Biomass can be grouped into several classes, including agricultural residues, woody biomass, energy crops, and industrial wastes [3]. In addition, they can also undergo thermal
Biomass can be grouped into several classes, including agricultural residues, woody biomass, energy crops, and industrial wastes [3]. In addition, they can also undergo thermochemical or biological treatment (thermochemical) or reactions with microorganisms or enzymes (biological) to produce green fuels and chemicals. However, it is essential to note that efficient biomass utilization requires detailed knowledge of its physicochemical properties. Higher heating value (HHV) is a very useful parameter for assessing the design and large-scale operation of biomass-fueled energy systems. HHV provides an indication of biomass quality as it defines the optimum energy recovery potential of the biomass. Compared to the lower heating value (LHV), the HHV includes the latent heat of the vaporization of water in the fuel and the products of the reaction [3].

The HHV values of biomass can be experimentally measured with an adiabatic oxygen bomb calorimeter according to the American Society for Testing and Materials (ASTM)-D5865-13 methods [4]. Although experimental HHV determination is a relatively simple and accurate procedure, the experimental facilities might not always be accessible to researchers. In addition, the results could be prone to several experimental errors. Moreover, experiments are also time-consuming and expensive. To address these challenges, several empirical correlations have been proposed for the estimation of HHV values of different biomass materials.

Empirical correlations of HHV values are based on either the proximate or ultimate analysis. Dulong was one of the earliest researchers to present a correlation for the HHV values based on the ultimate analysis data of coal [5]. Other researchers such as Friedl et al. [6], Demirbas [7], and Sheng and Azevedo [8] have also proposed empirical HHV correlations based on the experimental ultimate analysis data. Although the empirical models based on ultimate analysis are promising, most models also show discrepancies with experimental results, as indicated in Figure 1. Therefore, some studies have explored the use of either proximate or ultimate analysis results for HHV predictions.

![Figure 1](image_url)

**Figure 1.** Differences between experimental and model HHV values. Reprinted/adapted with permission from Vaezi et al. [9].

Yu et al. [10] developed an empirical correlation based on proximate analysis using stepwise regression. In their model, the only variables considered were volatile matter (VM) and fixed carbon (FC). In another study, two empirical correlations for HHV value estimation were based on the proximate and ultimate analysis data. However, their model is only applicable to biochars [11]. Choi et al. [12] proposed an empirical model based on
proximate and ultimate analysis. However, the model is only applicable to livestock manure. Kieseler et al. [13] proposed an equation for char production from biomass torrefaction. In summary, most of the empirical models are either applicable to one feedstock or to experimentally measured proximate and ultimate analysis data. Since the HHV values of biomass are highly dependent on biomass characteristics, soil, and climatic conditions, developing correlations that reflect different classifications of biomass is essential.

Data-driven machine learning (ML) has been shown to provide improved accuracy in predicting HHV values of different types of biomass materials [14]. Compared to empirical models, ML methods provide improved accuracy and can also be used to estimate the relative contribution of each input variable on the predicted HHV values. ML methods have been applied for HHV predictions of different types of biomass [13–16]. However, a robust ML model considering different biomass classifications is scarcely reported. In addition, studies comparing the relative prediction capability of decision tree (DT) methods and artificial neural network (ANN) are seldomly reported.

ANN methods are suitable for modeling input-output relationships of complex systems. In addition, they can learn and generalize from the examples provided during the training phase [16]. On the other hand, DT methods are suitable for complex datasets as well as linear and nonlinear problems [17]. Therefore, a comparative evaluation of the performance of DT and ANN methods is invaluable.

Many studies have been reported on the application of ML for HHV predictions. Xing et al. [18] adopted three different ML algorithms (ANN, SVM, and RF) to estimate the HHV of biomass based on their proximate and ultimate analysis. The authors used $R^2$ as a selection criterion for comparing the accuracy of the models. RF algorithm showed the best performance with $R^2 > 0.94$. However, biomass classification was not included in the ML model. This study presents a comprehensive predictive ML model based on DT, random forest regression (RF), and ANN for predicting HHV values of different biomass classes. Proximate and ultimate analysis data of four different biomass classes, including agricultural residue, industrial waste, energy crop, and woody biomass, were used in the development of the model. Results from the ML models were compared with empirical models and literature-reported ML models.

Relevant Literature and Study Novelty

The application of ML for optimization and prediction has been well documented in several fields ranging from catalytic applications to green hydrogen production, cheminformatics, environmental sustainability, and green chemistry [19,20]. Several researchers have also applied ML models for predicting the HHV of different classes of biomass-related materials and also compounds with varying functional groups. Studies in the literature related to ML applications for HHV predictions can be classified as biomass HHV values predictions based on proximate and ultimate analysis or thermochemical conversion products (e.g., bio-oil, biochar, hydrochar, etc.) HHV predictions.

Leng et al. [21] applied the proximate and ultimate analysis data as well as the biomass composition and particle size for predicting the HHV values of three pyrolysis products (gases, bio-oil, and biochar). The authors also compared the performance of several ML algorithms such as gradient boosting, RF, Support vector machine, and multilayer perceptron algorithms. Among all the evaluated models, RF was reported as the most suitable model. Li et al. [22] showed that ML could be used to optimize the properties of hydrochar (HHV, proximate and ultimate analysis) produced from the hydrothermal carbonization of municipal waste. Recently, the extreme gradient boosting algorithm was adopted for the prediction of biocrude yield and HHV from the hydrothermal liquefaction of wet biomass [23]. The ML-based algorithm was developed based on the physicochemical properties of the feedstock as well as hydrothermal liquefaction operating conditions. The model showed improved performance in HHV predictions with an $R^2$ value $> 0.9$.

García Nieto et al. [15] developed a ML-based predictive model to estimate the HHV during the torrefaction process. Their results showed the importance of each physical-
chemical variable on the HHV values of different biomass materials. However, the proposed model only applies to torrefied biomass materials with little information on the biomass precursor. Ighalo et al. [14] employed the linear regression algorithm and stochastic gradient descent algorithm to predict the HHV value of biomass. A mean absolute error (MAE) of 6.823 was obtained for the linear regression algorithm, while the stochastic gradient algorithm had a superior MAE of 13.87. Although the authors adopted the combination of proximate and ultimate analysis data for the ML model, the lack of sufficient data limits the accuracy of the ML model. Recently Taki et al. [16] developed an ML model for predicting HHV values of municipal solid waste without considering other biomass materials. Considering that previous studies related to the ML-based prediction of HHV are focused on one class of biomass or exclude biomass class as part of the feature variables, it is imperative to include different biomass classes as part of the ML models. Recently, Gulec et al. [24] adopted the ANN for the prediction of HHV for several biomass feedstocks. The authors evaluated the impact of activation functions, algorithms, hidden layers, dataset, and randomization of the dataset on HHV prediction accuracy.

Despite utilizing ML-based models for HHV predictions mentioned above, different feedstock classifications, integrating models that comprise proximate and ultimate analysis, and biomass classification have not been comprehensively considered. Furthermore, there is a lack of discussion on models constructed by different ML algorithms and several input feature combinations. The present study attempts to fill the knowledge gaps. The difference between the methodology presented in this paper and previous studies are the following:

- This study proposes a comprehensive ML model comprising proximate and ultimate analysis and different biomass classification input features. Specifically, the biomass classification is selected to capture a wide range of materials, including agricultural residues, energy crops, woody biomass, and industrial waste.
- This study applies a robust data set of 227 different biomass materials and computationally compares the performance of three different ML algorithms, including RF, DT, and ANN.

2. Methodology

2.1. Dataset Collection and Pre-Processing

In this work, three machine learning algorithms were compared to predict the higher heating value of four biomass classes: agricultural residues, energy crops, woody biomass, and industrial waste. The ML algorithms include tree-based ML models, i.e., decision trees, random forests, and neural networks (artificial neural networks). The datasets containing 227 instances of different biomass types studied were sourced from publications and compiled in an excel spreadsheet (see Supplementary Materials). Although some of the curated data had missing values, these were replaced with the average of the observation for the sake of model training. Furthermore, the dataset was split into features (fixed carbon (FC), volatile matter (VM), ash (AC), carbon (C), hydrogen (H), nitrogen (N), sulphur (S), and oxygen (O)) and target higher heating value (HHV).

The features were normalized between 0 and 1 to avoid excessive dominance of larger values on smaller ones and to enhance fast convergence during model training using Equation (1), afterwards transformed back to the original values.

\[ X_{\text{norm}} = \frac{x_0[n] - x_0[\text{min}]}{\max(x_0) - x_0[\text{min}]} \]  

(1)

where \(X_{\text{norm}}\) is the normalized \(x\) feature, \(x_0[n]\) is the \(n\)th sample of the original dataset, \(x_0[\text{min}]\) and \(\max(x_0)\) are the minimum and maximum values of original features. Schematics of the data pre-processing stage are outlined in Figure 2. The four biomass classes studied as category features were one-hot encoded to 0 and 1 with python software to comprehend the ML models easily. The processed datasets were divided randomly into
70% training and 30% testing sets. The choice of this division ratio agrees with previous literature on machine learning [15,17,18].

![Figure 2. An overview of the methodology used in the study.](image)

Since this study focused on supervised learning, the models were trained with the training datasets’ features and their corresponding targets. To check the model’s generalization ability, 30% of testing datasets that were not used during model training were used to evaluate the model’s performance. The models’ performance was assessed with mean squared error (MSE), root mean square error (RMSE), and mean absolute error (MAE). The MSE and MAE values are calculated from Equations (2) and (3), respectively, where ‘n’ represents the total number of samples [24]. The MSE is the mean square difference between the actual and predicted values [17].

On the contrary, the MAE indicates the absolute sum of the differences between the actual and predicted output divided by the total number of outcomes. The RMSE is the square root of the MSE. Since some of the datasets contain missing values or values not reported in the extrapolated publication, the MSE is a suitable criterion for assessing the accuracy of the ML model. Lower values of both MAE and MSE indicate improved ML model performance and predictability. MAE is very sensitive to outliers and often performs poorly when the data contains significant errors. It should be noted that the coefficient of determination ($R^2$) was not considered as a ML model evaluation criterion in this study due to the nonlinear relationships between the target and features.

The following section presents a brief overview of the ANN and decision tree models employed in this study.

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (\text{Experimental values} - \text{Predicted values}) \\
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |\text{Experimental value} - \text{predicted value}| 
\]
2.2. Overview of the Machine Learning Algorithm

2.2.1. Artificial Neural Networks (ANN)

ANN represents one of the most advanced ML algorithms suitable for evaluating the relationship between features and targets. Its self-adaptive nature and excellent generalization ability in predicting the outputs of new datasets are the main advantages [25]. ANN has a universal function approximator that improves the approximation of complex nonlinear problems [19,20].

The ANN architecture used in this study is a four-layered model with one input layer, two hidden layers and one output layer, as depicted in Figure 3. The input layer consists of 9 hidden neurons from the input features (fixed carbon, volatile matter, ash, carbon, hydrogen, nitrogen, sulphur, and oxygen). The two hidden layers consist of 128 and 32 hidden neurons, respectively. It is worth noting that the hidden neurons are selected based on trial-and-error methods, while the output layer has one neuron from the target variable (higher heating value). The input features were fed into the model, processed with the help of processing units, otherwise known as the neurons in the hidden layers, then transferred to the output layer with the help of the activation function in the forward propagation. Mean square error was used as a loss function to determine the distance of the predicted value from the actual target. This distance was then adjusted with the help of the 'adam' optimizer, which adjusts the weight and bias supplied from the input-hidden layer until the gap between the predicted and actual target is reduced to the barest minimum in the backpropagation. The training stops whenever the network parameters are adjusted to the minimum value. The epoch number was varied between 10 and 50, and the model was closely monitored for overfitting. Ten epochs were selected for this study because the model started overfitting beyond ten.

![The schematic representation of a four-layered ANN model.](image)

The trained model was then tested on a new set of unknown data to check if the model had good generalization ability or if data had been memorized during the training process. The result of the model on the testing dataset is presented in the Section 3 showing the excellent generalization ability of the developed ANN model.

2.2.2. Decision Tree Regression (DT)

A decision tree regression (DT) is a tree-based supervised machine learning algorithm for predicting target variables. This non-parametric algorithm divides a population of training datasets into branch-like segments in an inverted tree form with root, internal, and leaf nodes. The leaves are the decisions or the outcomes. The decision nodes are where the data is split. The algorithm uses a binary tree to recursively divide the output space into sub-sets where the output distribution is more homogeneous in succession, then tries to reduce the prediction error in separate parts [17]. This process is replicated for each new
branch. It is worth noting that the prediction of continuous output variables, such as HHV, in these studies is achieved by some sets of logical rules [26].

The DT is often used because of its low computational power and strength in dealing with large datasets without imposing complicated parametric structures. When a large dataset is present, training datasets could be divided into training and validation sets. The training sets are then used to build the tree model, while the validation set decides the appropriate tree size needed to achieve the optimal final model. The working principle of this algorithm is fully discussed in the excellent review by Umenweke et al. [17]. Some subsequent studies have also explored DT in predicting the higher heating values of diverse biomass [26,27]. Compared to other ML models, DT can produce an ML model that has the potential to be represented as logical statements and a set of rules [27].

2.2.3. Random Forest (RF)

A random forest (RF) is a form of tree-based ensemble ML algorithm used for predicting continuous values. It operates by constructing multiple decision trees for training features and obtaining the target values as an average prediction of each tree [28]. The training datasets, which consist of ‘n’ total samples and ‘m’ features, are subjected to bootstrap sampling. In the sampling, a number of sample sets (n) are randomly generated from the original training datasets. Then, for each sample set, the samples are randomly divided into one-third in-of-bag samples and two-thirds out-of-bag samples. The in-of-bag samples are used for the training, while the out-of-bag samples are used to determine the optimal number of trees for the task. The prediction of the RF-trained model is the average prediction of all the trees in the model. Further details of the theory of random forest are discussed elsewhere [17].

2.3. Empirical Correlations

There are several empirical correlations for predicting the HHV of biomass feedstock based on the proximate analysis and ultimate analysis. Also, the correlations could be linear or nonlinear. Table 1 provides different empirical models whose results are compared with the ML model in this study.

<table>
<thead>
<tr>
<th>Empirical Correlation</th>
<th>Equation for HHV in MJ/kg</th>
<th>Biomass Used</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demirbas correlation</td>
<td>0.01 (33.5C + 142.3H − 15.4O − 14.5 N)</td>
<td>Agricultural residues</td>
<td>Demirbas [7]</td>
</tr>
<tr>
<td>Sheng correlation</td>
<td>−1.3675 + 0.3137C + 0.7009H + 0.0318O</td>
<td>Agricultural residues</td>
<td>Sheng and Azevedo [8]</td>
</tr>
<tr>
<td>Friedl correlation</td>
<td>20600 + 3.55 C² − 232C − 2230H + (51.2C × H) + 131N</td>
<td>Wood, grass, rye, rape, reed, brewery waste, and poultry litter</td>
<td>Friedl et al. [6]</td>
</tr>
<tr>
<td>Yu correlation</td>
<td>0.2949C + 0.8250H</td>
<td>Agricultural residues</td>
<td>Yu et al. [10]</td>
</tr>
<tr>
<td>(Ultimate analysis)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yu correlation</td>
<td>0.1905VM + 0.2521FC</td>
<td>Agricultural residues</td>
<td>Yu et al. [10]</td>
</tr>
<tr>
<td>(Proximate analysis)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Qian correlation</td>
<td>32.9C + 162.7H − 16.2O − 954.4S + 1.408</td>
<td>Biochars</td>
<td>Qian et al. [11]</td>
</tr>
<tr>
<td>(Ultimate analysis)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Qian correlation</td>
<td>−30.3FC² + 65.2Ash² + 55.4FC − 48.5Ash + 9.591</td>
<td>Biochars</td>
<td>Qian et al. [11]</td>
</tr>
<tr>
<td>(proximate analysis)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. Results and Discussion

3.1. Statistical Analysis of the Dataset

Statistical analysis of the collected dataset was presented to understand the details and trends of the features and targets as well as their relationship with HHV. The box plot analysis results for the features and targets are outlined in Figure 4. As shown in the box plot results, the values of VM and FC contents vary significantly, with values ranging
from 59.3–95.5 wt.% for VM and 0.1–37.9 wt.% for FC. In addition, the ash (0–27 wt.%), C (34.6–57.7 wt.%), and O (32.1–73.8 wt.%) contents also vary at a relatively high percentage. It should be mentioned that there are some outliers in the data, and they are identified with dots outside the box. The large range of ash, C, VM, O and FC could be attributed to different biomass materials considered in the study. Biomass classes including agricultural residues, energy crops, woody biomass and industrial waste have distinct physico-chemical properties based on their origin and sources of generation.

The S, N, and H contents fall within narrow ranges of 1.6–3.2 wt.%, 1–8 wt.%, and 0.3–10.7 wt.%, respectively. Furthermore, the output target (HHV) also falls within a narrow range of 12.8–27.8 wt.% including the outlier. It should be mentioned that the diverse range of values for the input features is very useful in data generalization.

It is important to note that when there are no phenomenological (first principles) models, the HHV of biomass materials is predicted using empirical models. Therefore, it is imperative to evaluate the relationship between the features (proximate and ultimate analysis) as well as the target (HHV). Determination of the appropriate relationship is also useful in the selection of a suitable ML model since some regression models are suitable for linear problems. For instance, the DT models are suitable for linear and nonlinear problems while the traditional regression models perform better for linear problems.

Cross-plots were presented from the experimental datasets. The cross plots shown in Figures 5 and 6 compare individual constituents of the proximate and ultimate analyses against their corresponding HHV. The figures show that a linear dependence exists between the HHV and the percentage of C and VM. Moreover, a significant scatter exists in most of the cross-plots including those HHV versus N and FC content. Therefore, it can be inferred that the implementation of linear models may not be the most effective for accurate predictions of HHV values. The use of ML-based models such as DT, RF, and ANN are all suitable for nonlinear relationships. Accordingly, in this study, we have implemented the three models with the same data used for the cross-plots.
ANN are all suitable for nonlinear relationships. Accordingly, in this study, we have implemented the three models with the same data used for the cross-plots.

Figure 5. Cross-plots of HHV against the ultimate analysis of different biomass classes.

Figure 6. Cross-plots of HHV against the proximate analysis of different biomass classes.

3.2. Model Performance Evaluation

Different statistical quality measurements including MSE, MAE, and RMSE were used to assess the accuracy and preciseness of different ML models used in the study. Model performance evaluations were also assessed by providing a graphical comparison between the predicted HHV from different models. Figure 7 shows the results of graphical difference plots between different models used in the study. Also, the statistical quality measurement criteria are outlined in Table 2. It should be mentioned that the test dataset is used in evaluating the predicted HHV.

As shown in Figure 7, it can be demonstrated that the RF model based on the proximate and ultimate analysis input feature was the most reliable model because the range of differences between the experimentally measured HHV and the predicted HHV is the lowest. The graphical results were also corroborated with data reported in Table 2. The RF model has the lowest MAE (1.01), MSE (1.87), and RMSE (1.37) among the compared ML models. On the contrary, the DT model showed the highest values of MAE = 1.48, MSE = 4.36, and RMSE = 2.09. Based on the results of Figure 5 and Table 1, it can be demonstrated that the accuracy of the ML models is in the order of RF > ANN > DT. The authors referred to Table S1 of the Supplementary Materials for memory utilization comparison.
Table 2. Comparison of the statistical measurement criteria for different machine learning models.

<table>
<thead>
<tr>
<th>ML Models</th>
<th>MAE</th>
<th>MSE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>1.48</td>
<td>4.36</td>
<td>2.09</td>
</tr>
<tr>
<td>RF</td>
<td>1.01</td>
<td>1.87</td>
<td>1.37</td>
</tr>
<tr>
<td>ANN</td>
<td>1.21</td>
<td>2.43</td>
<td>1.56</td>
</tr>
</tbody>
</table>

3.3. Feature Analysis of the Best Model

Several studies have applied ML models to predict the HHV of different types of biomass materials. However, most of the studies apply either proximate or ultimate analysis as input features. Matin and Chelgani [29] compared the best and most reliable input features for ML models. They noted that the ultimate analysis is the most effective input for the RF-ML models. The authors also reported that the use of proximate analysis as an input feature produces satisfactory results. Some other studies have demonstrated that the proximate analysis is a promising input feature for HHV predictions with ML models [12,14,16,30]. However, few studies have accessed the relative importance and contribution of each input feature (including the proximate and ultimate analysis data) towards the ML model accuracy. It is important to assess the relative contribution of each input feature to determine the most important.

A feature evaluation was performed to assess the input feature importance and contribution to the ML model. The RF model was used to perform the feature evaluation since it is the most promising ML model. The feature evaluation approach provides a quantitative evaluation by changing the values of the predictor variables, one at a time, and assessing the decrease in model accuracy for each variable [31]. The exhaustive feature selection method that tries every possible combination of variables and returns the best-performing subset was used. Figure 8 depicts the ranking result based on their importance. It can be demonstrated that the top five input features that contribute significantly to HHV predictions include ash, C, VM, N contents, and the biomass classes. The ash content was the first ranked with 15.6%, while C content is the second-ranked with 12.9%. In contrast, VM, N, H, and biomass classes have a total contribution of 35.3%. The class of biomass has a contribution of 7.8%.
 sessing the decrease in model accuracy for each variable [31]. The exhaustive feature selection method that tries every possible combination of variables and returns the best-performing subset was used. Figure 8 depicts the ranking result based on their importance. It can be demonstrated that the top five input features that contribute significantly to HHV predictions include ash, C, VM, N contents, and the biomass classes. The ash content was the first ranked with 15.6%, while C content is the second-ranked with 12.9%. In contrast, VM, N, H, and biomass classes have a total contribution of 35.3%. The class of biomass has a contribution of 7.8%.

Figure 8. Feature importance of HHV.

The contribution of biomass classes to the HHV prediction model highlights the relevance of this study. While other studies focus on developing ML models for HHV predictions without considering the classes of biomass as input, this study incorporated several classes of biomass as input features. More interestingly, the S content had the least contribution to HHV (<1%).

3.4. Comparison of Other Models from Literature and Empirical Models

The accuracy and validity of ML models were further compared with published literature values as shown in Table 3. However, it should be noted that, while the proposed ML model in this study is dependent on four classes of biomass considered (agricultural residues, energy crops, industrial waste, and woody biomass), the ones in the literature are for the fuels from that they are derived. For those related to solid biomass materials, Ghugare et al. [32] predicted a low MAE of 0.73 with ANN. Using proximate analysis of Chinese and U.S. coal samples as input feedstock, Tan et al. [33] obtained an MAE of 2.16 for Chinese coal and 2.42 for U.S. coal. The authors also proposed the possibility of developing a universal correlation with coal samples from both China and the U.S. by merging data from both coal samples. The MAE values for the universal correlation increased to 6.24. Their results infer that the correlation between the proximate analysis and HHV of coal from different regions is not the same. As a result, we proposed the introduction of biomass classes as part of the input features. Lower values of MAE and MSE from this study show that the introduction of biomass classes as part of the input feature could improve ML model accuracy. It should be noted that some of the reported ML models reported in Table 3 showed higher RMSE values compared to the model reported in this study, therefore it can be inferred that the prediction ability of the model is comparable to those reported in the literature.
Table 3. Comparison of statistical measurement criteria with ML-based HHV values reported in the literature.

<table>
<thead>
<tr>
<th>Machine Learning Model</th>
<th>Input Feature</th>
<th>RMSE</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>Proximate and ultimate analysis, biomass classes</td>
<td>1.37</td>
<td>This study</td>
</tr>
<tr>
<td>DT</td>
<td>Proximate and ultimate analysis, biomass classes</td>
<td>2.09</td>
<td>This study</td>
</tr>
<tr>
<td>ANN</td>
<td>Proximate and ultimate analysis, biomass classes</td>
<td>1.56</td>
<td>This study</td>
</tr>
<tr>
<td>ANN</td>
<td>Proximate analysis of biochars</td>
<td>0.65</td>
<td>Çakman et al., 2021 [34]</td>
</tr>
<tr>
<td>Extreme learning machine</td>
<td>Ultimate analysis</td>
<td>1.93</td>
<td>Dai et al. [35]</td>
</tr>
<tr>
<td>ANN</td>
<td>Ultimate analysis</td>
<td>3.87</td>
<td>Xing et al. [18]</td>
</tr>
<tr>
<td>RF</td>
<td>Ultimate analysis</td>
<td>2.39</td>
<td>Xing et al. [18]</td>
</tr>
<tr>
<td>SVM</td>
<td>Ultimate analysis</td>
<td>2.53</td>
<td>Xing et al. [18]</td>
</tr>
<tr>
<td>Genetic programming (GP)</td>
<td>Ultimate analysis</td>
<td>0.95</td>
<td>Ghugare et al. [32]</td>
</tr>
<tr>
<td>Multilayer perceptron neural network (MLP)</td>
<td>Ultimate analysis</td>
<td>0.99</td>
<td>Ghugare et al. [32]</td>
</tr>
</tbody>
</table>

The HHV prediction from the proposed RF-ML model was also compared with empirical models for different classes of biomass and the results are presented in Figure 9. Compared to empirical models, the proposed ML model was able to accurately predict the HHV values of industrial wastes and woody biomass with a difference between experimental and model values less than 2%. However, larger differences exist between the ML model and experimental values for agricultural residues and energy crops, although the deviation is less than 5%. Overall, comparing the estimation performance between the RF-ML model and empirical models, it can be observed that the ML model can provide more precise HHV estimation results. The study findings can be used for accurate prediction of HHV without performing experiments.

![Figure 9](image-url)

Figure 9. Comparison of the predicted HHV from ML model with empirical models. Note: All the empirical correlations are outlined in Table 1.
4. Conclusions

Although most studies measure the HHV of biomass materials using experimental methods such as bomb calorimeter, several challenges are inherent. For example, experimental methods are often expensive and not always available. In this study, a comprehensive data-driven ML model was developed based on proximate and ultimate analysis data of biomass materials. Another novelty is the consideration of four different types of biomass classes as part of the input features. Model predictions from three different ML models (decision tree (DT), random forest regression (RF), and artificial neural network (ANN)) suitable for nonlinear problems are compared with several statistical measurement criteria. Based on the lowest value of mean squared error of 1.87, mean absolute error of 1.01 and root mean squared error of 1.37 the RF model was selected as the most accurate model. The feature analysis for relative importance shows that both input features from the proximate and ultimate analysis are important. The top five input features that contribute significantly to HHV predictions include ash, C, VM, N contents, and the biomass classes. It is worth noting that the ML model presented in this study also predicts better than the empirical correlations for the biomass classes under consideration. Future studies would focus on developing a comprehensive universal ML model to predict HHV values of coal, torrefied biomass, hydrochar, and biochar.
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Abbreviations

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>Ash content</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial neural network</td>
</tr>
<tr>
<td>ASTM</td>
<td>American Society for Testing and Materials</td>
</tr>
<tr>
<td>C</td>
<td>Carbon content</td>
</tr>
<tr>
<td>DT</td>
<td>Decision tree</td>
</tr>
<tr>
<td>FC</td>
<td>Fixed carbon content</td>
</tr>
<tr>
<td>H</td>
<td>Hydrogen content</td>
</tr>
<tr>
<td>HHV</td>
<td>Higher heating value</td>
</tr>
<tr>
<td>IEA</td>
<td>International Energy Agency</td>
</tr>
<tr>
<td>LHV</td>
<td>Lower heating value</td>
</tr>
<tr>
<td>MAE</td>
<td>Mean absolute error</td>
</tr>
<tr>
<td>ML</td>
<td>Machine learning</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Squared Error</td>
</tr>
<tr>
<td>N</td>
<td>Nitrogen content</td>
</tr>
<tr>
<td>O</td>
<td>Oxygen content</td>
</tr>
</tbody>
</table>
RF: Random Forest regression  
RMSE: Root mean square error  
S: Sulphur content  
VM: Volatile matter
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