Evaluating the Efficacy of Different DEMs for Application in Flood Frequency and Risk Mapping of the Indian Coastal River Basin
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Abstract: Floods are among the most occurring natural hazards that cause severe damage to infrastructure and loss of life. In India, southern Gujarat is affected during the monsoon season, facing multiple flood events in the Damanganga basin. As the basin is one of the data-scarce regions, evaluating the globally available dataset for flood risk mitigation studies in the Damanganga basin is crucial. In the present study, we compared four open-source digital elevation models (DEMs) (SRTM, Cartosat-1, ALOS-PALSAR, and TanDEM-X) for hydrodynamic (HD) modeling and flood risk mapping. The simulated HD models for multiple flood events using HEC-RAS v6.3 were calibrated by adopting different roughness coefficients based on land-use land cover, observed water levels at gauge sites, and peak flood depths in the flood plain. In contrast to the previous studies on the Purna river basin (the neighboring basin of Damanganga), the present study shows that Cartosat-1 DEM provides reliable results with the observed flood depth. Furthermore, the calibrated HD model was used to determine the flood risk corresponding to 10, 25, 50, and 100-year return period floods calculated using Gumbel’s extreme value (GEV) and log-Pearson type III (LP-III) distribution techniques. Comparing the obtained peak floods corresponding to different return periods with the observed peak floods revealed that the LP-III method gives more reliable estimates of flood peaks for lower return periods, while the GEV method gives comparatively more reliable estimates for higher return period floods. The study shows that evaluating different open-source data and techniques is crucial for developing reliable flood mitigation plans with practical implications.
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1. Introduction

Floods are one of the most common natural hazards causing devastating impacts worldwide [1,2]. Furthermore, the impacts of floods are increasing due to the encroachment of rivers, settlement in floodplains, changing land-use land cover, and climate change [3,4]. India is frequently affected by floods of different magnitudes every year and suffers enormous economic losses and loss of human lives [5–8]. Wide variations in rainfall, both in time and space, with frequent departures from the normal pattern, rivers with insufficient carrying capacity, river bank erosion, degradation of hilly catchments and sitting of river beds, landslides, poor natural drainage in flood-prone areas, glacial lake outbursts, cloud bursts, and other factors all contribute to frequently occurring floods in India [9–12].
To prepare reliable flood mitigation plans, understanding flood regimes and causative factors, such as geomorphology, climate, and anthropogenic activities, is essential [13,14]. The information on water levels and flood inundation extent is crucial for preparing flood risk, hazards, and vulnerability maps [15]. In practice, the water level can be measured by river gauge during the flood event and can be used to simulate the flood inundation extent using hydrodynamic (HD) models [16,17]. However, the reliability of the simulated results depends on the model used, its assumption, and its input parameters [13,18]. For quick simulation of water level and flow along the river channel, the one-dimensional (1D) models are preferred, and for simulating the flood inundation extent in the floodplain, the two-dimensional (2D) models are utilized [19–22]. With the availability of freely available flood models and hydrologic datasets, flood inundation mapping has been eased for different rivers of the world. Despite this, various studies have demonstrated and quantified the uncertainty in the results caused by input data, model parameters, and boundary conditions [23,24]. Among all factors, the roughness coefficient (for channels and floodplains) and digital elevation data (source and resolution) are recognized as highly sensitive factors by many researchers [25–30]. For example, the digital elevation model (DEM) includes the elevation of objects and buildings instead of the bathymetry [31], and for the calibration in both 1D and 2D flood models [32], Manning’s roughness coefficient is subsequently optimized to obtain simulated results as close to observed data [16,22]. Nevertheless, river bathymetry plays an important role in the accuracy of flood modeling. Modeling irregular river bathymetry in hydrological models is tricky and causes uncertainty in results [32]. Therefore, 2D models may produce better results compared to 1D models.

Hydrodynamic models are reliable tools for managing urban stormwater. Planning and designing urban drainage systems scientifically, as well as developing effective urban flood disaster control and management strategies, depend on numerical simulations of urban floods. The high-resolution DEMs generated using Light Detection and Ranging (LiDAR) are proven to be the most accurate for hydraulic models [13,33]. As identified by many researchers, these DEMs are not error-free when using it to generate flood inundation and risk maps, especially in low-lying and urban areas [34,35]. Although DEMs are frequently used in hydrologic studies, individuals rarely take into consideration the inaccuracy in the DEM representation of the terrain through elevation and derived topographic parameters [36]. Furthermore, ignoring these errors would generate the wrong prediction while using such models in flood frequency analysis and risk mapping of future flood events. Therefore, there is still a need to investigate the efficacy of the freely available DEMs for flood modeling and inundation mapping, particularly in developing countries where surveyed topography datasets are unavailable.

In the present study, we investigated the efficacy of four different DEMs (SRTM, ALOS-PALSAR, TanDEM-X, and Cartosat-1) for flood inundation and risk mapping in the Damanganga river basin, which is in the flat Indian coastal terrain of Gujarat state. The Hydrologic Engineering Center’s River Analysis System (HEC-RAS v6.3) [37] was utilized to simulate 1D and 2D flood models. Based on the data availability, we calibrated and validated the flood model for three different flood events by comparing the simulated water levels with the observed water levels for different Manning’s roughness coefficients. Furthermore, flood frequency analysis (FFA) was carried out using Gumbel’s extreme value (GEV) [38] and log-Pearson type III (LP-III) [39,40] to determine the probable magnitude of 10, 25, 50, and 100-year return period flood. The present study aims (1) to evaluate the efficacy of different DEMs for flood modeling in low-lying Indian coastal river basins and (2) to generate reliable flood inundation and risk maps of different return periods. The present study will be helpful for the selection of flood model inputs and the development of flood inundation and risk maps in the region where surveyed topographic datasets are unavailable.
2. Study Area and Data Collection

2.1. Study Area

The Damanganga is a western-flowing river that flows north of Mumbai and south of the Tapi River, located between the north latitude of 19°52′–20°26′ and east longitude of 72°50′–73°39′. It has a length of 131.30 km and a basin size of 2318 km². The river rises near the village Ambegaon in the Dindori taluka of Maharashtra’s Nasik district at an elevation of 950 m above mean sea level and drains into the Arabian Sea near Daman city. The entire Damanganga basin lies in the Western Ghats region between the Arabian Sea in the west and the Sahyadri hills in the east. The southwest monsoon brings the most rain (98% of annual rainfall) to the basin from June to October. The temperature reaches its highest point in May and its lowest point in December and January. The average wind speed in the Damanganga basin ranges from 0.7 to 4.3 km/h, and the relative humidity ranges from 65.5 to 91.9%. Figure 1 shows the location map of the Damanganga river basin, along with the topography obtained from the four DEMs. The highest and lowest elevation of the basin across different DEMs varies from 1092.51 to 1173 m and −235.41 to 0 m, respectively.

Figure 1. Location map of the Damanganga river basin and topography obtained from different DEMs.

2.2. Data Collection

The required data for the present study, including DEMs, gauge and discharge data, and the Land-Use Land-Cover (LULC) map, were collected from various government organizations. The downstream stretch of the river, bounded by the Madhuban dam upstream and the Arabian Sea downstream, were considered the study area with four gauge stations, namely, Madhuban Dam, Silvassa, Vapi, and Daman (as shown in Figure 2). The hourly gauge and discharge data for the gauging station and dam site were obtained from the Central Water Commission (CWC, Surat) and Damanganga Project Circle (GPC, Valsad). The LULC map of the study region with a 30 m spatial resolution was developed from Landsat 8 satellite imagery using the maximum likelihood classification of ArcGIS v10.8. Four freely available DEMs were utilized for the present study, viz. SRTM DEM [31] of 30 m spatial resolution obtained from https://earthexplorer.usgs.gov/ (accessed on 15 March 2023), ALOS-PALSAR DEM [41] of 12.5 m spatial resolution obtained from
Four freely available DEMs were utilized for the present study, viz. SRTM DEM [31] of 30 m spatial resolution obtained from https://earthexplorer.usgs.gov/ (accessed on 15 March 2023), ALOS-PALSAR DEM [41] of 12.5 m spatial resolution obtained from https://asf.alaska.edu/ (accessed on 18 March 2023), TanDEM-X [42] of 90 m spatial resolution obtained from https://tandemx-science.dlr.de/ (accessed on 1 March 2023), and Cartosat-1 DEM [43] of 30 m spatial resolution obtained from https://bhuvan.nrsc.gov.in (accessed on 15 March 2023).

Figure 2. Locations of the Damanganga River gauge stations and cross-sections that are considered for the present study.

3. Methodology

The methodology includes data collection, pre-processing the datasets for flood modeling, flood frequency analysis using statistical methods, and developing hydrodynamic models for simulating flows along the river channel (1D HD model) and floodplains (2D HD model). The flow chart for the adopted methodology in the present study is shown in Figure 3.

3.1. One-Dimensional–Two-Dimensional Hydrodynamic Models Using HEC-RAS

In 1D HD modeling, it is presumable that the flow only changes direction longitudinally towards the downstream side. The study aimed to estimate the water depth, water surface elevation, and velocity profile at each 1D model cross-section. The longitudinal and lateral flows occur simultaneously in the 2D model. HEC-RAS software is used for 1D and 2D modeling. This software was developed by U. S. Army Corps of Engineers. HEC-RAS uses a four-point implicit finite difference scheme to determine the water surface profiles for a steady and gradually changing flow.
In the present study, HEC-RAS v6.3 was used to develop a 1D and 2D HD model for simulating the flood flows along the river and floodplains in the Damanganga basin. Using ArcGIS v10.8, the DEMs with different spatial resolutions were pre-processed to fill the sinks and eliminate peaks. Systematic errors occur when developing DEMs because the sinks and peaks have lower and higher cell values than the surrounding cells. In the 1D model, cross-sections were extracted from various DEMs, and for 2D modeling, the DEM, which produced the least error in the 1D model, was used as terrain data. For the 1D and 2D HD models, the four days of releases from the Madhuban dam for the flood events of 2016, 2011, and 2008 were considered the upstream boundary condition, and normal depth was considered the downstream boundary condition since there were no other tributaries that might influence the peak flows (as shown in Figure 2). Calibration and validation of the model were also carried out from the results obtained and subsequently by changing Manning’s and n values of the river channel (for 1D HD model) and different classes of LULC (for 2D HD model). For calibrating the 1D HD model, the global roughness coefficient was used, i.e., considering the single roughness value for the entire stretch of the riverbed. In reality, the riverbed characteristics may not be exactly the same for the entire length of riverbed. However, the changes in riverbed characteristics for the Damanganga River are not significant enough to require different Manning’s coefficients for different sections of the river.

Furthermore, detailed riverbed survey data are not available for most of the Indian River basin, leading to data scarcity issues. Therefore, in the absence of detailed riverbed survey data, various studies have used a single Manning’s coefficient for the Indian River basin, including nearby basins [44,45]. The calibrated and validated model
with the DEM that produced the least error was then used to simulate the peak floods corresponding to 10, 25, 50, and 100-years of return periods. The flood inundation maps were prepared by exporting the water depth layer from the RAS Mapper of HEC-RAS to ArcGIS v10.8.

3.2. Frequency Analysis of the Flood Flow

The GEV and LP-III statistical distribution were fitted to the maximum flow data of the Madhuban dam for the flood frequency analysis (FFA). In total, 30 years of data were used from 1990 to 2019 for the FFA.

3.2.1. Gumbel’s Extreme Value (GEV) Method

The peak annual flow data ($x$) were collected from 1990 to 2019 to fit the flow data distribution. Then, the mean ($\bar{x}$) and standard deviation ($\sigma_x$) were calculated from the Peak discharge data for $N$ years using the following formulas: $\bar{x} = \frac{\sum_{i=1}^{N} x_i}{N}$ and $\sigma_x = \sqrt{\frac{\sum (x - \bar{x})^2}{N-1}}$. The reduced mean ($Y_n$) and reduced standard deviation ($S_n$) were selected from Gumbel’s extreme value distribution table [46]. Then, the return periods ($T$) were calculated using the Weibull equation (Equation (1)) for each annual peak flood.

$$T = \frac{N + 1}{m}$$

where $N$ is the number of years, and $m$ is the rank assigned to the data after arranging them in descending order of magnitude. After, the flood magnitudes ($X_T$) with different return periods were computed using Gumbel’s EV Distribution Equation (Equation (2)).

$$X_T = \bar{x} + K_T \sigma_x$$

where $K_T$ is the frequency factor which is expressed as $Y_T - Y_n$, in which $Y_T$ is the reduced variate calculated as $Y_T = -\left(\ln\left(\ln\frac{T}{T_T}\right)\right)$.

3.2.2. Log-Pearson Type III (LP-III) Method

The U.S. Water Resources Council adopted the LP-III distribution in 1967. First, the time series of logarithmic discharge value ($x$) was prepared. Then mean ($\bar{Z}$) and standard deviation ($\sigma_z$) of the logarithmic discharge value was calculated using $\bar{Z} = \frac{\sum \log x}{N}$ and $\sigma_z = \sqrt{\frac{\sum (Z - \bar{Z})^2}{N-1}}$. Here, $N$ is the number of years. The coefficient of skewness ($C_s$) was then calculated using Equation (3).

$$C_s = \frac{N \sum (Z - \bar{Z})^3}{(N - 1)(N - 2)(\sigma_z)^3}$$

The frequency factor for different return periods was obtained using the value of the coefficient of skewness from the frequency factor ($K_z$) table of the log-Pearson type III distribution [46]. Finally, the extreme values ($Z_T$) were calculated for different return periods using Equation (4) and antilogarithmic $Z_T$ was used to obtain the peak discharge value for different return periods.

$$Z_T = \bar{Z} + K_z \sigma_z$$
4. Results and Discussion
4.1. Evaluating Efficacy of Different DEMs for Hydrodynamic Modeling

At the Silvassa and Vapi gauging stations, the 1D model was calibrated and validated by adjusting the river’s roughness coefficient from 0.02 to 0.035 based on river characteristics [47]. Figure 4 (refer to subfigures Figure 4a–f) shows the results of the simulated models for the different Manning’s $n$ values and actual water depth for the years 2016, 2011, and 2008 at the Silvassa and Vapi gauging station. The result indicates that for lower values of Manning’s and $n$, the difference between actual and simulated water levels is nearly the same. As Manning’s $n$ value increases, the corresponding simulated water level increases. From these comparisons, Manning’s $n$ value of 0.02, which gives an absolute minimum error, was selected as the calibrated $n$ value for further analysis. This calibrated model was then used to simulate the flood events using different DEMs as input for the river bathymetry.

Figure 4. Cont.
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Figure 4. Absolute errors between simulated and observed water levels with different Manning’s $n$: (a) for Silvasa in 2016; (b) for Vapi in 2016; (c) for Silvasa in 2011; (d) for Vapi in 2011; (e) for Silvasa in 2008; (f) for Vapi in 2008. (The black line indicates the observed water level. The bar represents the simulated water level, and the value on the bar indicates an absolute error.)

Figure 5 (refer to subfigures Figure 5a–h) shows the results of the simulated water level with different DEMs as input for the bathymetry data for the flood events of 2016, 2011, 2008, and 2004 at the Silvassa and Vapi gauge stations. The results indicate that the Cartosat-1 DEM is the most reliable for flood mapping in the Indian coastal floodplain compared to other globally freely available DEMs with different resolutions. It is perhaps obvious that higher resolution DEMs produce more accurate results as long as the model can handle such high-resolution DEMs. However, the results of this study indicate that ALOS-PALSAR DEM with 12.5 m resolution also failed to produce reliable results for different flood events in the Damanganga basin. Pathan et al. [29] have shown that SRTM DEM produces a reliable output for flood modeling in the Purna river basin, neighboring the Damanganga river Basin. This indicates that even in close proximity, the efficacy of DEM can be changed, and it is essential to evaluate all available datasets for producing reliable outputs. Based on these results, Manning’s $n$ as 0.02 for the roughness coefficient of the river channel, and Cartosat-1 DEM for the input bathymetry of the model, were selected for simulating flood inundation and risk maps of the Damanganga basin.
Figure 5. Absolute errors between simulated and observed water levels with different DEMs: for Silvasa gauging station (a) in 2016; (b) in 2011; (c) in 2008; (d) in 2004; for Vapi gauging station (e) in 2016; (f) in 2011; (g) in 2008; (h) in 2004. (The black line indicates the observed water level. The bar represents the simulated water level, and the value on the bar indicates an absolute error.)

4.2. Results of Flood Frequency Analysis (FFA)

The mean and standard deviation for the GEV method were obtained for the peak discharge series. The required \( Y_n \) and \( S_n \) values were calculated by the Weibull equation using Gumbel’s extreme value distribution table [46] and the return period (\( T \)). Gumbel’s distribution equation was then used to calculate the maximum discharge for different return periods. For the LP-III method, the logarithm values of the peak discharge series were considered. The standard deviation and mean of this series were then obtained. For the provided years, the coefficient of skewness was calculated. The frequency factor for different return periods was computed using the skewness coefficient value from the LP-III distribution’s frequency factor table [46]. The \( Z_T \) value was calculated for each return period, and the antilog of \( Z_T \) was obtained as the probable discharge value corresponding to different return periods. The estimated parameters of the GEV and LP-III distributions are shown in Table 1.
Table 1. Estimated parameters of the Gumbel’s EV and log-Pearson type III distributions for estimation of flood peaks.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Gumbel’s EV Calculated Value</th>
<th>Log-Pearson Type III Calculated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of years (N)</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Mean ((\bar{X}))</td>
<td>4318.702</td>
<td>Average of Z ((\bar{Z}))</td>
</tr>
<tr>
<td>Standard deviation ((\sigma_x))</td>
<td>2974.462</td>
<td>Standard deviation ((\sigma_z))</td>
</tr>
<tr>
<td>Reduced mean ((Y_n))</td>
<td>0.536</td>
<td>Coefficient of Skewness ((C_s))</td>
</tr>
<tr>
<td>Reduced standard deviation ((S_n))</td>
<td>1.112</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 shows the estimated extreme values of peak flood using GEV and LP-III methods for return periods of 10, 25, 50, and 100 years, respectively.

Table 2. Estimated peak flood values for different return periods (T).

<table>
<thead>
<tr>
<th>Return Period (T)</th>
<th>Gumbel’s EV Method</th>
<th>LP-III Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Y_T)</td>
<td>(K_T)</td>
</tr>
<tr>
<td>10</td>
<td>2.250</td>
<td>1.541517</td>
</tr>
<tr>
<td>25</td>
<td>3.199</td>
<td>2.394185</td>
</tr>
<tr>
<td>50</td>
<td>3.902</td>
<td>3.026743</td>
</tr>
<tr>
<td>100</td>
<td>4.600</td>
<td>3.654631</td>
</tr>
</tbody>
</table>

The result indicates the significant difference between the estimated flood from the GEV and LP-III distribution methods. To evaluate the reliability of these results, the fitted distribution from both methods was compared with the observed data, as shown in Figure 6. The percentage error between the fitted results of the GEV and LP-III and the observed data revealed that the LP-III method provides more accurate results for lower return period floods up to 15 years, and for higher return period floods, the GEV method provides more reliable estimation (Figure 7). These results are consistent with the previous studies [48]. Based on the results from both methods, the probable flood estimates of a 10-year return period from the LP-III method and 25-, 50-, and 100-year return periods from the GEV method were considered for generating flood inundation and risk maps.

Figure 6. Graphical representation of the fitted distribution and observed flood peaks of the different return periods.
Climate Risk refers to the possibility of flooding as well as its potential negative effects. In this study, the critical cross-section and river reach were identified based on the obtained results of the 1D HD model. The flood risk level at a particular cross-section was decided based on overtopping water depth for the different return periods of floods and surrounding land use. For example, the cross-section which overflows even with the 2-year return period flood and has urban land cover nearby is marked as a high-risk cross-section.

Figure 8 shows the overtopping cross-section map corresponding to return periods of 10, 25, 50, and 100 years. To mark the overtopping cross-sections, the geometry data files from HEC-RAS were exported in GIS format, and then the flood risk at particular cross-sections was identified based on the overtopping water depth and surrounding land-use classification. The red line in Figure 8 indicates the very high-risk river reach where cross-sections do not have sufficient width and depth to carry the 10-year return period floods. The orange and yellow markings indicate the high- and moderate-risk sections, which are overflowing with 25–50-year return period floods and have urban land cover in the surrounding area. The green marking indicates the low-risk sections, which are overflowing, but the surrounding areas are less vulnerable. These critical cross-section maps can be helpful in the prioritization of the location for the construction of the levee to mitigate the flood risk in the Damanganga basin.

4.4. Mapping of Flood Inundation and Risk Areas in Floodplain

The flood inundation map corresponding to different return period floods was prepared using the 2D HD model by calibrating the model for the different Manning’s $n$ values of the floodplain. Different sets of Manning’s $n$ values corresponding to different LULC classes [47,49] were given as input to the model (Table 3), and the simulated water depths were compared with the actual water depth to compute the absolute errors.

From the visual inspection of the land-use land cover of the basin, we found that most of the basin area is covered with cropland and built-up area. For the calibration of the 2D model, we manually optimized Manning’s $n$ values for different LULC categories by trial and error, i.e., $t_1$ in Table 3 represents the values of Manning’s $n$ for different LULC categories considered for trial 1. We calibrated the model by manually adjusting the roughness coefficient value for the cropland and build-up area in a specified range and keeping it almost constant for the other LULC category. To determine the optimized roughness coefficient values, the simulated water levels were compared with the observed water levels at two-gauge stations where observed water level data were available (as shown in Figure 9a–h). Since the observed water level data were not available for the floodplain, we conducted a questionnaire survey to obtain the actual flood depth data at a few essential points to validate the simulated results. Figure 9 (refer to subfigures...
Figure 9a–h) shows the water level graphs at the gauge site; horizontal lines show the actual flood depth, and the calculated absolute error at the Silvasa and Vapi gauging stations is written on the bars of different sets of Manning’s $n$. Based on these results, the 3t (3rd trial) set of Manning’s $n$ values (refer to Table 3), which gives a comparatively lower absolute error, was selected as the final Manning’s $n$ value for the floodplain. This calibrated and validated model was then used to simulate the estimated peak flood for different return periods.

![Figure 8](image_url)

**Figure 8.** The overtopping cross-section for all return period floods. The red, orange, yellow, and green colours indicate the very high-, high-, moderate-, and low-flood risk, respectively.

**Table 3.** Different sets of Manning’s $n$ correspond to LULC classes which are used for calibration and validation of the 2D HD model. The bold numbers indicate the final values of Manning’s $n$ that were considered for further study.

<table>
<thead>
<tr>
<th>LULC Class</th>
<th>Manning’s $n$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1t</td>
</tr>
<tr>
<td>Water</td>
<td>0.02</td>
</tr>
<tr>
<td>Built-up area</td>
<td>0.1</td>
</tr>
<tr>
<td>Trees</td>
<td>0.16</td>
</tr>
<tr>
<td>Crops</td>
<td>0.03</td>
</tr>
<tr>
<td>Flooded vegetation</td>
<td>0.05</td>
</tr>
<tr>
<td>Bare ground</td>
<td>0.022</td>
</tr>
<tr>
<td>Shrub</td>
<td>0.13</td>
</tr>
</tbody>
</table>
categories considered for trial 1. We calibrated the model by manually adjusting the roughness coefficient value for the cropland and build-up area in a specified range and keeping it almost constant for the other LULC category. To determine the optimized roughness coefficient values, the simulated water levels were compared with the observed water levels at two-gauge stations where observed water level data were available (as shown in Figure 9a–h). Since the observed water level data were not available for the floodplain, we conducted a questionnaire survey to obtain the actual flood depth data at a few essential points to validate the simulated results. Figure 9 (refer to subfigures Figure 9a–h) shows the water level graphs at the gauge site; horizontal lines show the actual flood depth, and the calculated absolute error at the Silvasa and Vapi gauging stations is written on the bars of different sets of Manning’s $n$. Based on these results, the 3t (3rd trial) set of Manning’s $n$ values (refer to Table 3), which gives a comparatively lower absolute error, was selected as the final Manning’s $n$ value for the floodplain. This calibrated and validated model was then used to simulate the estimated peak flood for different return periods.

Figure 9. Absolute error between observed and simulated water levels for 2D HD model with different sets of Manning’s $n$: for Silvasa gauging station (a) in 2016; (b) in 2011; (c) in 2008; (d) in 2004; for Vapi gauging station (e) in 2016; (f) in 2011; (g) in 2008; (h) in 2004. (The black line indicates the observed water level, the bar represents the simulated water level, and the values on the bar indicate an absolute difference.).
Figure 10 (refer to subfigures Figure 10a–d) shows the inundation maps for the 10-, 25-, 50-, and 100-year return period floods corresponding to the best estimates from the FFA. Overall, the flood inundation maps show that the basin’s lower region is at higher flood risk, and Daman and Bilad regions are most affected by different return period floods. The inundation areas for the 10-, 25-, 50-, and 100-year return period floods are 22.86, 44.76, 54.86, and 64.56 km², respectively. However, the probabilistic nature of the GEV and LP-III methods may have generated some uncertainty in the estimated flood peak of different periods. To incorporate the uncertainty from the input data and probabilistic results of FFA, the ±5% band was added to the results with the hypothesis that it may incorporate the resulting error.

![Flood Inundation Maps](image)

**Figure 10.** Flood inundation maps generated for various return periods: (a) for 10 years; (b) for 25 years; (c) for 50 years; (d) for 100 years.

As shown in Figure 11 (refer to subfigures Figure 11a,b), the GEV method gave a comparatively higher estimate than the LP-III method. The mean inundation area corresponding to the peak flood estimated from the GEV and LP-III method is also shown in Figure 11, with the upper bound as the GEV and the lower bound as the LP-III method results. The difference between the mean inundation areas of different return period floods shows the higher uncertainty in the 25-year return period floods and the lowest uncertainty in 100-year return period floods. These simulated inundation maps and flood risk areas would be helpful to government authorities in prioritizing flood mitigation measures and relief measurements.
Recent flash floods in many countries showcase the direct impact of climate change on the hydrological cycle. Some countries are experiencing higher and more intensified rainfalls [50–53] while some other countries are experiencing droughts [54–57] due to ongoing climate change. Each scenario is harmful or causes many adverse impacts on livelihood. Therefore, proper planning is essential to minimize the impacts. However, adaptation to the changing climate is highly necessary for reaching sustainable goals. For example, identifying crops that can be adapted to the changing climate to achieve better harvests is highly important in feeding the world. Similarly, adaptation to floods due to climate change is one of the most important sectors which people have to think of while looking at any mitigation options.

Floods are always disastrous, and thus cause significant damage not only to properties but also to lives. Therefore, flood prediction in the extreme events of climate change is one adaptation strategy that the world is using for essential planning purposes. However, the accuracy of the prediction is still doubtful due to the higher unpredictability of climate scenarios. Recent technological advances are enhancing predictability; however, most floods are still causing damage. Therefore, evaluating the efficacy of DEMs in flood modeling requires more attention to climate change. Land use changes on top of the changing climate worsen the mitigation strategies. However, a common platform is necessary to address the efficacy of DEMs to predict more accurate flood scenarios under climate change. In addition, the locality is important as the characteristics of the DEMs are different from one location to another. Therefore, this research addresses the identified research gap related to climate change.

4.6. Limitations and Future Scope of the Study

In the present study, the uncertainty associated with the DEM was analyzed for hydraulic modeling and flood inundation mapping. However, the uncertainty associated with the input data, model parameters, and model simulation was not considered which can thus be considered as a limitation for the study. The uncertainty in the input data can be caused by instrumentation error (in case of gauge measurement) or model structural errors (in case of satellite-based dataset). The future work can analyze the uncertainty associated with the developed flood inundation map for enhancing the results. The model parameters are an important factor which can cause the uncertainty in the outcomes and are required to be taken care of. For the present study, the HEC-RAS model was used for flood inundation mapping. Many sources of uncertainty affect the hydraulic modeling processes and several studies have already addressed this issue. In this project, we are focusing on the inputs of the model, namely the measured inflows and estimated lateral inflows, as
well as the roughness coefficients. The water in HEC-RAS modeling has been assumed to flow in the longitudinal direction only, i.e., the flow is one-dimensional, implying that there is no direct modeling of the hydraulic effects of the cross-section shape changes, bends, and other two and three-dimensional aspects of flow. It represents the terrain as a sequence of cross-sections and simulate flow to estimate the average velocity and water depth at each cross-section. The uncertainties associated with the breach parameters, especially breach width, breach depth, and breach development time, may cause uncertainty in flood peak and arrival time. Further, the high velocity flows associated with dam break floods can cause significant scouring of channels.

5. Summary and Conclusions
In the present study, the efficacy of four open-source DEMs for flood modeling, viz. SRTM 30 m, ALOS-PALSAR 12.5 m, TanDEM-X 90m, and Cartosat-1 30 m, was evaluated by one-dimensional (1D) and two-dimensional (2D) hydrodynamic (HD) models using HEC-RAS v6.3 for the Damanganga river basin. Manning’s roughness coefficient value of 0.02 was calibrated using the 1D HD model for the riverbed. Then, the calibrated and validated model was used with different DEMs as input bathymetry data to evaluate the efficacy of DEMs in the flood model. The results showed that Cartosat-1 DEM with a 30 m spatial resolution produced more reliable results than others for the Damanganga basin, which nullifies the hypothesis that high-resolution DEMs can have the most accurate bathymetry of the river, as the ALOS-PALSAR DEM with a 12.5 m spatial resolution also failed to produce reliable results. Based on these results, the calibrated values of the roughness coefficient for the river bathymetry as 0.02 and Cartosat-1 DEM as the bathymetry data for the model were chosen for further study. To find the appropriate method, the comparison was made for the estimated peak floods for 10-, 25-, 50-, and 100-year return periods from the GEV and LP-III methods with the observed streamflow, which indicates that the LP-III method gives more reliable peak flood estimates up to a period of 15 years of return and the GEV method gives more reliable estimates for higher return period floods. It suggests that the LP-III method is more suitable for the short-term flood frequency analysis, and the GEV method is more suitable for the long-term flood frequency analysis. The calibrated and validated 1D and 2D HD models were then used to simulate the estimated peak floods for different return periods. The critical river reach sections were identified based on overflowing cross-sections from the 1D simulation and population in the surrounding areas, indicating that the basin’s lower area is at a high flood risk. The inundation maps from the 2D HD model show that the Daman and Bhilad region in the lower part of the basin, including the coastal area, is at a higher risk of flooding. An area of approximately 64.56 km² was inundated in the flood of the year 2004 with a maximum flood depth of 9.03 m and maximum velocity of 1.2 m s⁻¹. The inundation area corresponding to 10-, 25-, 50-, and 100-year return period floods was approximately 22.86, 44.76, 54.86, and 64.56 km², respectively. Future floods can be prevented, and the city’s susceptibility to flooding events can be directly improved using the FFA calculations, flood inundation maps, and identified critical river reach sections.
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