Influence of Fin Thickness on the Thermal Performance and Selection of Coating Method for a Bus Duct Conductor
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Abstract: This paper studies the fin thickness variation effect on a bus duct conductor’s thermal performance and the nanocomposite coating method selection for the bus duct conductor’s heat sink. ANSYS FLUENT was used to create a numerical model resembling the experimental setup. The IEC 60439-1 and IEC 60439-2 standards were used to benchmark the experimental data. The results revealed that the “chimney effect” induces an increment of the hot air adjacent to the heat sink. A conspicuous increase in the total heat transfer rate and fin effectiveness was observed as the fin thickness was reduced. This study revealed that s1 = 1 mm was the best fin thickness with 1.254 fin effectiveness, 1.862 W of total heat transfer rate, and 17.5 Nusselt number. Additionally, various coating methods were examined experimentally to select the best nanocomposite coating for the bus duct conductor. The ultrasonic agitation was the best coating method, which resulted in the lowest average resistance (8.8 µΩ) and a better percentage of Ag (0.6%–2.5%) on the substrate surface. Thus, the current outcomes are expected to better comprehend the impact of fin thickness on thermal performance, as well as the selection of coating method for the bus duct conductor.
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1. Introduction

Bus bar conductors are vital in large-scale power distribution systems. Bus bar conductors are frequently used to interconnect loads, transmission lines, and generators. Bus bars are commonly employed due to their wide range of interconnection options and superior thermal performance. In order to operate at maximum efficiency, the bus bar system is required to operate at a lower temperature; thus, its thermal performance is critical. This situation is due to the system’s current-carrying capacity, which is directly influenced by
the conductor’s temperature. Numerous parameters affect the bus bar system’s thermal performance. However, the primary influencing parameters are the aluminum casing’s current amperage, thermal conductivity, layout, and cross-sectional area [1]. A bus bar system consists of an aluminum casing and a copper alloy conductor. Thermal fins are integrated into the bus bar casing design to improve the heat dissipation rate via natural convection. Thus, the thermal fin design must be optimized to increase the bus bar system’s thermal performance.

Conventional heat cooling methods have served faithfully for decades. However, they now face the limitation of their usefulness as the typical bus bar system generates much more heat flux. Thus, optimizing thermal fins for these systems has been a focus center. Several standard and uncommon methods have been investigated to enhance and optimize the thermal performance of thermal fins. Geometrical modification is essential in designing high-performance heat sinks. Geometry alteration could manipulate the fluid flow regime and influence the convective heat transfer rate. Some typical fin geometrical modifications are slots, interruptions, and perforations that enhance thermal performance [2].

One of the fascinating geometrical patterns is the fractal design. The fractal design of the plate-fin heat sinks substantially impacted thermal performance. Convective heat transfer rates increased by 43%-57% [3]. Hoi et al. conducted another exciting study on fractal grid-induced turbulence in a plate heat sink, using three fractal grids and iterations. They discovered all patterns increased the Nusselt number by 50%. Heat sinks can be retrofitted with winglet-style vortex generators to improve airflow, according to Dake and Majdalani [4]. The rotating vortices in the inter-fin spacing of the vortex generators increased air circulation.

Wu et al. [5] and Song et al. [6] conducted similar research on the effects of fin pitches and tube diameter with curved delta-winglet vortex generators. They discovered the curved delta-winglet vortex generator fin significantly enhanced heat transfer. The effects of dimpled surfaces on the efficiency of flat-plate heat transfer were examined by Vorayos et al. [7]. The Nusselt number increased by 26% when a surface with staggered dimples was used. The internal restructuring of a liquid-cooled heat sink was studied by Lee et al. [8]. To improve the heat sink’s thermal efficiency, they employed a topology optimization technique. Their research showed the heat sink’s cylindrical pin-fin structure with varying pitch greatly facilitates heat transfer. Culham and Muzychka [9] carried out similar studies as well.

The heat sink’s performance is significantly impacted by its orientation. Numerous eminent studies have examined the impact of heat sink orientation, particularly the impact of orientation on the rate of convective heat transfer [10–12]. Sparrow and Vemuri [11] investigated the heat transfer characteristics of three various orientations. They revealed the vertical fin array is the best among the three orientations. Similarly, Effendi and Kim [13] studied the influence of orientation. However, they used hollow and solid hybrid fins in their study. They discovered that a 45° angle produced the lowest thermal resistance for both fin types.

Fin height is one of the essential factors for a heat sink design. The heat transfer to the surroundings increases with the height of the fin. Lesser thermal performance was observed with shorter fins [14–16]. An increase in fin height significantly improved the heat sink thermal performance on a solar air heater [17]. The physical change in the heat sink design raised the surface area. Thus, the thermal performance is improved by increasing the fin length or decreasing the fin pitch [18]. Changing the fin density reduced the overall weight and improved the thermal performance of the natural convection-cooled heat sink [19]. The heat sink with fin array and varying heights reduced flow resistance to improve thermal performance. Flow resistances were lower, and local heat transfer coefficients were higher in fin arrays with more considerable height differences [20].

Low convective coefficient fin materials reduce fin thickness to channel radius. Fin efficiency was increased by using materials with high thermal conductivity, thick fins, and low fluid convective coefficient [21]. The effectiveness of the heat sink has been improved
through a number of studies [22]. A plate-fin with a fillet profile heat sinks with symmetrical and corrugated half-round pins are well-functioned in parallel and impinging flow [23]. A 2 mm fin pitch increased the thermal efficiency of a semi-dimple vortex generator by 10% compared to a plain fin geometry.

There have been other attempts to use a graphene-silver hybrid nanofluid to improve the thermal performance of a micro-channel heatsink. As velocity or nanoparticle concentration increased, the heat sinks’ surface temperatures decreased [24]. Additionally, Hussain et al. [25] looked into how the fillet profile and flow direction affected the thermal performance of a plate-fin heat sink. The base temperature of plate heat sinks with a fillet exposed to parallel flow was lower than those without a fillet exposed to impinging flow. Similar results were reported by other researchers as well [26–28].

The coating material of the heat sink plays a critical role in enhancing the heat sink’s performance. Various coating materials, such as carbon materials and SiO₂ [29], cupric oxide (CuO), silicon-based resin [30], carbon nanotube [31], copper-graphene [32], and phase-change materials [33], have been used on the coating of the heat sink surface. The heat sink coating can be achieved using the direct current electrodeposition technique, laser etching, and spraying. The studies [34–39] showed the enhancement of thermal performance in the coated heat sink compared to a plain heat sink. The coated layer enhances the heat dissipation performance and reduces the thermal resistance. Moreover, the coating thickness also influences the heat dissipation performance [40]. Therefore, applying the coating on the heat sink is significant in thermal management, especially for high-temperature electric and electronic devices.

The current study aims to investigate the effects of fin thickness on thermal performance and select the best nanocomposite coating method for the bus duct conductor’s heat sink. The first part of the study covers the thermal performance analysis, and the nanocomposite coating method selection is covered in the second part of the study. As far as the authors are aware, the study on the thermal performance and nanocomposite coating method selection for the bus duct conductor’s heat sink is still lacking and remains a research gap in the literature. The thermal performance is significantly impacted by the physical change in the heat sink and coating layer. As a result, different fin thicknesses in the heat sink of the bus duct conductor were taken into consideration in the first part of the current study. To ensure peak performance, the bus duct conductor’s housing was kept at a temperature of not more than 55 °C. To model and evaluate the bus duct conductor’s operational state, ANSYS FLUENT was used. An accurate numerical model was created and validated using the IEC 60439-1/2 experimental temperature readings. A more thermally effective bus duct conductor design would result from understanding the effects of geometry variations. In the second part of the study, the coating method was experimentally compared with various dispersion methods, including ultrasonic agitation, magnetic stirring, and argon gas agitation, to see which had the lowest contact resistance. The coated surface was examined using 3D atomic force microscopy (AFM) topography analysis, energy dispersive X-ray analysis (EDX), and field emission scanning electron microscopy (FESEM). The findings are expected to contribute a profound understanding of designing and selecting the best nanocomposite coating method for the industry’s bus duct conductor’s heat sink.

2. Materials and Methods

2.1. Mathematical Equations

In computational fluid dynamics, governing equations serve as a mathematical expression of the conservation laws of physics. The bus duct conductor’s surrounding convective heat transfer characteristics are obtained by solving these governing equations. Equation (1) describes the mass conservation equation. The rate of mass flux moving through the surface of a control volume is always equal to the rate of mass change inside that volume [29],

\[
\rho \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right) = 0
\]
where the fluid velocity $V$ at any point is described by the local velocity components $u$, $v$, and $w$, which are functions of the point’s location as described by $(x, y, z)$, and time ($t$) [40,41].

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} = -\frac{1}{\rho} \frac{\partial p}{\partial x} + \frac{\partial^2 u}{\partial x^2} + \frac{v}{\partial y^2} + \frac{w}{\partial z^2} \tag{2}
\]

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + w \frac{\partial v}{\partial z} = -\frac{1}{\rho} \frac{\partial p}{\partial y} + \frac{\partial^2 v}{\partial x^2} + \frac{v}{\partial y^2} + \frac{w}{\partial z^2} \tag{3}
\]

\[
\frac{\partial w}{\partial t} + u \frac{\partial w}{\partial x} + v \frac{\partial w}{\partial y} + w \frac{\partial w}{\partial z} = -\frac{1}{\rho} \frac{\partial p}{\partial z} + \frac{\partial^2 w}{\partial x^2} + \frac{v}{\partial y^2} + \frac{w}{\partial z^2} \tag{4}
\]

The conservation of momentum in a fluid is described by the Navier-Stokes Equations (2)–(4), where $v$ is the kinematic viscosity, and $\rho$ is the fluid density [30–33].

The heat transfer rate from a surface at a particular temperature $T_s$ to the surrounding medium at $T_\infty$ is described by Newton’s law of cooling, as shown in Equation (5).

\[
\dot{Q}_{\text{conv}} = hA_s(T_s - T_\infty) \tag{5}
\]

where,

$A_s$ = Heat transfer surface area

$h$ = convection heat transfer coefficient

The fin equation can be created by taking into consideration a volume component of the extended surface (fin) with a length of $\Delta$ at a specific location $x$. The energy balance under steady-state conditions can be expressed as follows:

\[
\dot{Q}_{\text{cond},x} = \dot{Q}_{\text{cond},x} + \Delta x + \dot{Q}_{\text{conv}} \tag{6}
\]

where,

\[
\dot{Q}_{\text{conv}} = h(p\Delta x)(T - T_\infty) \tag{7}
\]

The result is obtained by substituting, dividing by $\Delta x$, and taking the limit of $\Delta x$ as it approaches zero gives,

\[
\frac{\partial \dot{Q}_{\text{cond}}}{\partial x} + hp(T_s - T_\infty) = 0 \tag{8}
\]

Equation (8) produces the differential equation governing heat transfer in fins described in Equation (9) by substituting Fourier’s law into it.

\[
\frac{\partial}{\partial x}(kAC \frac{\partial T}{\partial x}) - hp(T_s - T_\infty) = 0 \tag{9}
\]

The conservation of energy is described in Equation (10). Local acceleration is indicated by the first term, whereas advection is indicated by the second, third, and fourth terms. The fifth, sixth, and seventh terms, where $k$ is the thermal conductivity, and $C_p$ is the specific heat capacity, describe the temperature flow of heat conduction.

\[
\frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} + w \frac{\partial T}{\partial z} = -k \frac{\partial^2 T}{\partial x^2} + \frac{k}{\rho C_p} \frac{\partial^2 T}{\partial y^2} + \frac{k}{\rho C_p} \frac{\partial^2 T}{\partial z^2} \tag{10}
\]
model was created using the experiment’s actual measurements of the AH Copper Bus Duct. Figure 1 shows the bus duct’s measurements and geometry.

**Figure 1.** Detailed dimension and geometrical setup of bus duct conductor.

### 2.2.2. Mesh Setup

Fluent Mesh was used to create mesh on the geometry, as shown in Figure 2. Poly-hexcore combines polyhedral elements with various meshes. The proximity size and curvature functions were enabled, and 0.0001473 m was set as a minimum surface mesh size with a growth rate of 1.2. Three boundary layers were included to enhance the fluid domain, each with a growth rate of 1.2 and a transition ratio of 0.272. Poly-hexcore cells with 0.0001473 m and 0.0047136 m as their minimum and maximum cell lengths filled the volume mesh, respectively. There were nearly 1.4 million elements in total.

**Figure 2.** Mesh grid of the model and detail of three boundary layers around the heat sink.

### 2.2.3. Grid Independence Test

It is essential to run a grid independence test as part of any simulation study. This test demonstrates the simulation results are unaffected by grid elements. While a fine mesh might need more computational power, a coarse grid might produce inaccurate results. The best balance between the two aspects is thus determined by the grid independence test. The comparison of the independent results using the total heat transfer rate also reflected the conclusions of the numerical study.

The results of the grid independence test for various meshes are summarised in Table 1. A number of mesh sizes from coarse to fine were produced. With element sizes of $9.05 \times 10^5$, $1.04 \times 10^6$, $1.65 \times 10^6$, $2.61 \times 10^6$, and $3.64 \times 10^6$ respectively, Mesh-A through Mesh-E were labeled as such. By contrasting each case with Case 5 (Mesh E), the discretization error was calculated. The outcomes showed Mesh D, with a 0.22% error, had the smallest discretization error. Until Mesh D, the overall heat transfer rate increased steadily, and the reading was nearly constant. This instance showed how to achieve grid independence and bring the discretization error down to a manageable level. As a result, Mesh D was chosen due to its accuracy and computing speed.

**Table 1.** Mesh independence test for different numbers of elements.

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Element count</th>
<th>Skewness level</th>
<th>Total heat transfer rate (W)</th>
<th>Deviation from case 5 (%)</th>
<th>Computing Time (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>906,326</td>
<td>0.842</td>
<td>3.444</td>
<td>0.96</td>
<td>7.1</td>
</tr>
<tr>
<td>B</td>
<td>1,036,663</td>
<td>0.838</td>
<td>3.461</td>
<td>0.47</td>
<td>8.2</td>
</tr>
<tr>
<td>C</td>
<td>1,635,386</td>
<td>0.802</td>
<td>3.485</td>
<td>0.22</td>
<td>9.4</td>
</tr>
<tr>
<td>D</td>
<td>2,614,713</td>
<td>0.808</td>
<td>3.486</td>
<td>0.22</td>
<td>10.4</td>
</tr>
<tr>
<td>E</td>
<td>3,641,119</td>
<td>0.811</td>
<td>3.478</td>
<td>0.00</td>
<td>13.1</td>
</tr>
</tbody>
</table>

### 2.2.4. Boundary and Initial Conditions

The conductor, heat sink, and fluid domain are the three cell zones that make up the simulation model. Figure 3 shows the cell zones and boundary conditions. The heat sink is made of aluminum, which has an internal emissivity coefficient of 0.09 and a thermal
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<td>9.4</td>
<td>10.4</td>
<td>13.1</td>
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2.2.4. Boundary and Initial Conditions

The conductor, heat sink, and fluid domain are the three cell zones that make up the simulation model. Figure 3 shows the cell zones and boundary conditions. The heat sink is made of aluminum, which has an internal emissivity coefficient of 0.09 and a thermal conductivity of 202.4 W/mK. Additionally, the copper conductor’s thermal conductivity was also set at 387.6 W/mK, with its internal emissivity coefficient at 0.05. In the simulation domain, no forced convection mechanism was used; instead, the outlets were defined as 0 Pa (atmosphere pressure). The bus bar conductor was covered in an insulation layer made of polyester electric material. The copper conductor was covered in approximately 0.000125 mm-thin polyester electric with 0.14 W/mK thermal conductivity and 1.34 kJ/kg specific heat. In the fluid domain, the air was defined. The operating parameters were set to 30 °C, operating pressure of 101,325 Pa, and density of 1.225 kg/m³. An essential element of the simulation setup is the heat source. Because it involved heat and electricity, the thermal-electric analysis system was used to study the size of the heat source. For a single volumetric heat source, the heat loss of the bus bar (measured in Joules) was taken into account. Equations (11) and (12) were used to calculate the Joule losses.

\[
P_{\text{joule}} = I^2R \quad (11)
\]

\[
Q = \frac{P_{\text{joule}}}{V} \quad (12)
\]

\[
R = \rho \times \frac{L}{S} \quad (13)
\]

where,

- \(Q\) = heat loss (W/m³)
- \(V\) = volume of geometry (m³)

\(P_{\text{joule}}\) = Joule losses
The Joule losses are calculated as the sum of the electrical resistance for the conductor’s length times the current squared. The 1500 A current setting was used. Using a direct current to flow through the conductor and ignoring skin and proximity effects, a streamlined analytical calculation produced a Joule loss of 86,440.68 W/m$^3$. Around 90,000 W/m$^3$ of Joule loss was calculated by the ANSYS Thermal-Electric system, resulting in a 3.95% error.

2.2.5. Simulation Setup

The transient approach was taken into consideration because of the simulation’s significant temperature variations in the fluid domain. The mass contained within the domain determines how to simulate natural convection. A pressure-based solver and a realizable k-e model were used to predict the spreading rate of planar and spherical jets. With this model, better predictions of flows involving rotation and boundary layers subject to considerable pressure gradients, separation, and recirculation are more likely to be made. Both the fluid domain and the heat sink are involved in radiation heat transfer. The P1 radiation model was used in the simulation setup. It is appropriate for applications requiring large optical thicknesses and uses fewer computational resources.

The spatial discretization method used by the pressure-based solver, PRESTO!, is frequently used for natural convection, buoyancy-driven flows, and high Rayleigh number natural convection. To increase the accuracy of the results, the second-order upwind discrimination scheme was chosen to achieve higher-order accuracy at the cell faces. 9.81 m/s$^2$ was chosen to enable gravitational acceleration in the positive-X direction. Using the standard initialization technique, the simulation’s starting temperature was set to 30 °C. In order to simulate heat transfer until steady-state with no temperature fluctuations on the heat sink, a time step size of 0.1 s and 20,000-time steps were selected. The flow chart for the current study’s simulation setup is shown in Figure 4.
Figure 4. Simulation setup flowchart.
Due to its reasonable calculation accuracy, low computing expense, and wide range of applications, the standard k-model is frequently used to apply flow calculations [42]. The model’s transport Equations (14) and (15) were derived from experimental data. The conventional k-ε model employs turbulence kinetic energy (k) and turbulence dissipation rate (ε). According to the k-epsilon model, the flow is entirely turbulent, and the influence of molecular viscosity is minimal.

\[
\frac{\partial}{\partial t}(\rho k) + \frac{\partial}{\partial x_i}(\rho k u_i) = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right] + G_k + G_b - \rho \varepsilon + S_k + Y_M
\]

(14)

\[
\frac{\partial}{\partial t}(\rho \varepsilon) + \frac{\partial}{\partial x_i}(\rho \varepsilon u_i) = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_\varepsilon} \right) \frac{\partial \varepsilon}{\partial x_j} \right] + C_1 \varepsilon \frac{\varepsilon}{k} (G_k + C_3 \varepsilon G_b) - C_2 \frac{\varepsilon^2}{k} \rho + S_\varepsilon
\]

(15)

The model constants are shown in Table 2.

**Table 2.** Model constants.

<table>
<thead>
<tr>
<th>Constant</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_1ε</td>
<td>1.44</td>
</tr>
<tr>
<td>C_2ε</td>
<td>1.92</td>
</tr>
<tr>
<td>C_μ</td>
<td>0.09</td>
</tr>
<tr>
<td>σ_k</td>
<td>1.0</td>
</tr>
<tr>
<td>σ_ε</td>
<td>1.3</td>
</tr>
</tbody>
</table>

2.2.6. Experimental Setup

The performance of a busbar trunking system (BTS) is assessed using the International Standard IEC 61439-6. This standard establishes one of the requirements for the temperature rise limit of various BTS components. The temperature rise limits can be confirmed using various techniques, such as an algebraic method or a laboratory test with current design guidelines. The laboratory test is performed in accordance with this standard’s comprehensive instructions. For instance, the ambient temperature during this test must range between 10 °C and 40 °C, with an average value of 35 °C over a 24-h period.

Most importantly, this chamber cannot have any forced airflow. Table 3 lists the temperature limits for the various BTS components. Once the ambient conditions of the lab have been reached, they must not be exceeded during the temperature rise.

**Table 3.** The temperature rise specifications of IEC 61439-6 used in the experiment.

<table>
<thead>
<tr>
<th>Part Name</th>
<th>Temperature Rise Limit (°C)</th>
<th>Maximum Temperature Rise A (°C)</th>
<th>Ambient Temperature B (°C)</th>
<th>Total Absolute Temperature A + B (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conductor</td>
<td>100.0</td>
<td>86.0</td>
<td>30.0</td>
<td>116.0</td>
</tr>
<tr>
<td>Joint</td>
<td>100.0</td>
<td>85.8</td>
<td>30.0</td>
<td>115.8</td>
</tr>
<tr>
<td>Casing</td>
<td>55.0</td>
<td>54.8</td>
<td>30.0</td>
<td>84.8</td>
</tr>
</tbody>
</table>

2.2.7. Experimental Validation

Experimental Data

To ensure accuracy and robustness in any numerical investigation, the simulation setup must be validated using experimental data. Validation typically entails carrying out lab experiments while adhering to exact relevant standards related to the application of interest. The boundary conditions of the numerical model must be as close to those of the experimental setup as possible (Figure 5). Performance indicators between the numerical and experimental setups should differ as little as possible, with an average error of less than 10% [43]. The temperature at the end of the thermal heat sink served as the study’s
main performance indicator. The temperature was measured using K-type thermocouples. Each bus duct conductor component’s temperature rise is shown in Figure 6. The casing’s highest recorded temperature was 84.8 °C.

Figure 5. (a) Experimental setup with the surrounding air temperature measured with a K-Type thermocouple 1 m from the casing (b) Schematic diagram of the bus duct conductor and setup.

Figure 6. The temperature rise at bus duct conductor parts.
Comparison between Experimental and Simulation Temperature Results

The fin tip temperature determined by the numerical solution reaches a steady-state value of 78.01 °C after 33.33 min. This demonstrates that the difference between the simulation and experimental data was quite small, at only 4.27%. This outcome demonstrated the current simulation is appropriate for expanding the investigation of the fin thickness effect and is capable of precisely predicting the thermal properties of the bus duct conductor. The simulation model calculated a total heat transfer rate of 1.937 W and a net convective surface heat transfer coefficient of 3.604 W/m² K.

2.3. Fin Effectiveness and Fin Efficiency

2.3.1. Fin Effectiveness and Efficiency

Fin effectiveness is defined in Equation (6) as the simple ratio of the actual heat transfer rate from a fin to a surface without one. Engineers can assess a surface’s effectiveness by contrasting it with surfaces that have attached fins and surfaces that do not. Fin efficiency is a metric used to assess a thermal fin’s performance, as shown by Equations (14) and (15). To determine the maximum heat transfer rate, it is necessary to make the assumption that the base temperature of the entire fin surface is kept constant. Utilizing low-density and high-thermal conductivity materials can increase the effectiveness of fins.

Aluminum is thus frequently chosen as the material for thermal fin design. When the P/A ratio is high, thin fins offer excellent thermal performance and reduce the heat transfer coefficient. This shows that thermal fins operate more effectively in a gas than in a liquid. The effectiveness of thermal fins on electronic devices should be greater than 1 because doing so increases manufacturing costs. The effectiveness of thermal fins is typically greater than 2, whereas high-performance fins typically have an effectiveness greater than 5.

The efficiency of the fins is increased by using this material’s high thermal conductivity, and the P/A ratio and convective heat coefficient should be low. Fin effectiveness must fall between 0 and 1. Fin applications with values between 0.9 and 0.95 are the most effective. When designing a thermal fin, fin effectiveness and efficiency are two important design considerations [35]. Designers need to look into the best possible design to balance these factors.

\[
\eta_e = \frac{q_{\text{with fin}}}{q_{\text{without fin}}} \quad (16)
\]

\[
\eta_f = \frac{q_{\text{fin}}}{q_{\max}} \quad (17)
\]

2.3.2. Fin Effectiveness

Without thermal fins, the average temperature measured from the bus duct housing was 92.45 °C. However, as was already mentioned, the bus duct housing’s temperature with thermal fins is 79.97 °C. Unmistakably showing that thermal fins effectively lower the bus duct housing’s average temperature is a significant temperature difference of 5.33%. Without fins, the bus duct housing had a heat transfer rate of 1.7511 W. The original bus duct housing’s fin effectiveness was determined to be 1.055 using Equation (14).

2.3.3. Fin Efficiency

In order to calculate the effectiveness of thermal fins, Equation (15) was used. The thermal conductivity of the aluminum housing was set to infinite. The maximum heat transfer rate from the bus duct housing was discovered by simulating this circumstance. There was no temperature rise, as evidenced by the bus duct housing’s constant internal temperature. The maximum rate of overall heat transfer was 2.28058 W. The fin efficiency of the current geometry is 0.81 as a result.

2.4. Dispersion of AgNP (Silver Nanoparticles) in Sn Plating Bath

Three dispersion methods on the AgNP nanoparticle were considered in the current study. The coating parameters of AgNP on the Sn plate were set for all methods (ultrasonic
agitation, magnetic stirring, and argon gas agitation). The experimental setup for each dispersion method is shown in Figure 7. Table 4 summarizes the parameters used in the experiments. The AgNP used in this study was nano-sized (10 nm and 100 nm).

Figure 7. The experimental setup for three dispersion methods: (a) Ultrasonic agitation (b) magnetic agitation (c) Argon gas agitation.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Ultrasonic Agitation</th>
<th>Dispersion Method</th>
<th>Argon Gas Agitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current (A)</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Voltage (V)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.5</td>
</tr>
<tr>
<td>Solution (mL)</td>
<td>600</td>
<td>600</td>
<td>1200</td>
</tr>
<tr>
<td>Time (minute)</td>
<td>3.0</td>
<td>3.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Specific input</td>
<td>U.S power: 50 Amp</td>
<td>Stirring speed: 200 rpm</td>
<td>Pressure: 2–3 Psi</td>
</tr>
</tbody>
</table>

3. Discussion

3.1. Fin Thickness (sn) Variation

To examine the effects of fin thickness variation, five sizes of the fin (s1 = 1.0 mm, s2 = 3.0 mm, s3 = 4.0 mm, s4 = 4.5 mm, and s5 = 5 mm) were used (Figure 8). In terms of thermal performance, thinner fins were predicted to perform better than thicker fins. The total heat sink fin count decreased as fin thickness rose from 1 mm to 5 mm. As a result, less surface area was exposed to the fluid around it overall. However, more cross-sectional area was present at the base of each thermal fin (Figures 9 and 10).

![Figure 8. (a) Fin thickness of bus duct conductor casing heat sink (b) Thermal resistance network.](image-url)
Figure 8. (a) Fin thickness of bus duct conductor casing heat sink (b) Thermal resistance network.

Figure 9. Contour Plot of Temperature vs No of fins, Fin thickness.

Figure 10. Contour Plot of Surface Area vs No of fins, Fin thickness.

The absolute thermal resistance of a single fin decreased as fin thickness increased (Figure 11), as the temperature difference between the fin’s base and tip increased (Figure 12). As a result, the heat flux increased from the base to the tip of each fin (Figure 13). The formulae of Equations (16) and (17) were used to calculate the thermal resistance and heat flux at the fin base.

\[ R = \frac{L}{AK} \]  

(18)
\[ \varphi q = -k \frac{dT(x)}{dx} \]  

(19)

where,

\( \varphi q \) = heat flux.

According to International Standard IEC 61439-6, the average temperature of the aluminum casing is the primary indicator of a bus duct system’s thermal performance. The average surface temperature of the casing rose as the fin thickness increased (Figure 10), suggesting that thicker fins perform less well thermally as a heat sink. This conclusion was supported by the Nusselt number, surface heat transfer coefficient (CTE), and fin effectiveness, as shown in Figures 14–16. The findings showed that fins with a thickness of 5 mm have the lowest Nusselt number, surface CTE, and fin effectiveness.
Figure 13. Plot of heat flux vs. fin thickness (mm).

Figure 14. Plot of Nusselt number vs. fin thickness.

Figure 15. Plot of Heat Transfer Coefficient vs. fin thickness (mm).
The main heat transfer method from the bus bar casing to its surroundings is convective heat transfer. Convective heat transfer is influenced by a bus bar’s exposed surface area, the temperature difference between its surface and the fluid at a bulk temperature, the fluid’s velocity, and the heat flux. The effectiveness of convective heat transfer from the surface of the bus duct casing was assessed using the Nusselt number. The ratio of convection to conduction heat transfer across a fluid layer of thickness $L$ is known as the Nusselt number $(Nu)$.

Better convective heat transfer is indicated by a higher Nusselt number. The Nusselt number in this study ranged from 15.2 to 17.5. The highest $Nu$ was produced by the 1 mm fin thickness (17.5). A higher $Nu$ is found in thinner fins than thicker fins (Figure 14). This can be explained by the fact that thinner fins have a higher average convective heat transfer coefficient (Figure 15).

Air is an inefficient thermal conductor. The convective coefficient is affected by the thickness of the boundary layer of stagnant air molecules. These molecules are very similar to the air layer that acts as a blanket to insulate the fin surfaces, causing a choking effect. As a result, the metal effectively retains the heat, preventing efficient convective heat transfer. Table 5 displays the velocity contour of the fluid flow regime next to heat sinks with varying fin thicknesses.

According to the simulation, reducing the thickness of the fins enhances and improves the fluid flow regime around the fins. As the fins thin, the fluid flow adjacent to them develops from the tip to the base. This phenomenon demonstrates an improved heat dissipation mechanism in the surrounding environment. The flow’s "chimney effect" may increase the rate at which warm air is removed from the surface of the heat sink and replaced with cooler air.

In regression analysis, the regressor variable was fin thickness $(F_t)$, and the response variable was Nusselt number $(Fe)$. The coefficient of determination was 0.98, indicating a quadratic relationship between fin thickness and Nusselt number (Figure 17). Furthermore, Figure 18 shows the Nusselt number from the regression and simulation. The upper and lower limits $(+/−1\%)$ indicate the highest and lowest Nusselt number obtained from this study when the fin thickness varied from 1 mm to 5 mm. The Nusselt number can be estimated using Equation (18) within 1 mm to 5 mm fin thickness.

$$Nu = 18.44 - 1.120F_t + 0.09901(F_t)^2$$ (20)
### Table 5. Velocity contour and vector for different fin thickness.

<table>
<thead>
<tr>
<th>Fin Thickness (mm)</th>
<th>Velocity Contour</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0 mm</td>
<td><img src="image1.png" alt="Velocity Contour 1.0 mm" /></td>
</tr>
<tr>
<td>3.0 mm</td>
<td><img src="image2.png" alt="Velocity Contour 3.0 mm" /></td>
</tr>
<tr>
<td>4.0 mm</td>
<td><img src="image3.png" alt="Velocity Contour 4.0 mm" /></td>
</tr>
</tbody>
</table>
In regression analysis, the regressor variable was fin thickness (Ft), and the response variable was Nusselt number (Fe). The coefficient of determination was 0.98, indicating a quadratic relationship between fin thickness and Nusselt number (Figure 17). Furthermore, Figure 18 shows the Nusselt number from the regression and simulation. The upper and lower limits (+/−1%) indicate the highest and lowest Nusselt number obtained from this study when the fin thickness varied from 1 mm to 5 mm. The Nusselt number can be estimated using Equation (18) within 1 mm to 5 mm fin thickness.

\[ \text{Nu} = 18.44 - 1.120Ft + 0.09901(Ft)^2 \] (20)

Figure 17. Fitted line plot for Nusselt number vs. fin thickness.

Figure 18. Comparison between Nusselt number from regression EQT vs simulation results.
3.2. Analysis of Coated Sn-Plated Copper Substrate

The coated Sn-plated copper substrates were analyzed under different tests. Figure 19 shows the coating thickness on the selected substrates. Ultrasonic agitation and magnetic stirring produced a sample with the required thickness, and no exposed copper was observed. The gas agitation method achieved the required coating for Sn-plated Cu substrate sample when the same parameter was applied for 10 nm and 100 nm AgNP-Sn plating. However, the coating could not meet the thickness specification. This situation is attributed to the current decreasing during the gas agitation electroplating, thereby interrupting the ion charge movement in the plating bath.

The presence of Argentum (Ag) on the Sn-plated copper substrate demonstrated that nanoparticles of AgNP were successfully coated on the substrate surface. Table 6 summarizes the Ag wt% and average resistance for the coating experiments with different dispersion methods. The ultrasonic agitation method shows a higher Ag for cases 3–8. The increase in nanoparticle volume (from 1 mL to 3 mL) raises the Ag percentage. However, the size of the nanoparticles slightly influenced the Ag percentage when a similar volume was used in the experiment. In contrast, using a magnetic stirring method, the Ag percentage yielded a meager Ag percentage detected in the X-ray diffraction (XRD) results. The Ag percentage was not detected on the substrate surface when using argon gas agitation. In addition, the ultrasonic agitation-coated substrates have a lower average resistance than the gas agitation method. This result indicated that Ag’s presence reduces the copper substrate’s electrical resistance, reducing heat resistance [44,45]. The average resistance...
versus the weighted percentage of AgNP is plotted in Figure 20. Electrical resistance corresponds to thermal resistance. Thermal resistance is the ability of a material or object to resist the flow of heat and a temperature difference measurement. This property is crucial for the heat sink to ensure excellent heat dissipation and control the temperature of electrical and electronic devices. Higher thermal resistance blocked the heat flow through the metal, resulting in poor heat dissipation. Lower resistance is preferable to allow the heat to flow easily and dissipate from the heat source. Thus, the lowest average resistance was achieved using 2 mL 10 nm AgNP in the ultrasonic agitation coating process. A similar ultrasonic agitation process with 2 mL 10 nm AgNP was repeated in another 30 samples. The average resistance is 8.8 \(\mu\Omega\).

Table 6. Ag wt% and average resistance for different dispersion methods.

<table>
<thead>
<tr>
<th>No</th>
<th>Specimen</th>
<th>Dispersion Method</th>
<th>Ag wt% from XRD</th>
<th>Average Resistance ((\mu\Omega))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cu Substrate</td>
<td>N/A</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>Sn-plated Cu substrate</td>
<td>Ultrasonic</td>
<td>0</td>
<td>8.67</td>
</tr>
<tr>
<td>3</td>
<td>1 mL 10 nm AgNP + Sn-plated Cu substrate</td>
<td>Ultrasonic</td>
<td>0.6</td>
<td>8.67</td>
</tr>
<tr>
<td>4</td>
<td>1 mL 100 nm AgNP + Sn-plated Cu substrate</td>
<td>Ultrasonic</td>
<td>0.5</td>
<td>7.33</td>
</tr>
<tr>
<td>5</td>
<td>2 mL 10 nm AgNP + Sn-plated Cu substrate</td>
<td>Ultrasonic</td>
<td>1.1</td>
<td>6.00</td>
</tr>
<tr>
<td>6</td>
<td>2 mL 100 nm AgNP + Sn-plated Cu substrate</td>
<td>Ultrasonic</td>
<td>1.2</td>
<td>7.33</td>
</tr>
<tr>
<td>7</td>
<td>Sn-plated Cu substrate</td>
<td>Ultrasonic</td>
<td>2.3</td>
<td>8.67</td>
</tr>
<tr>
<td>8</td>
<td>3 mL 10 nm AgNP + Sn-plated Cu substrate</td>
<td>Ultrasonic</td>
<td>2.5</td>
<td>8.67</td>
</tr>
<tr>
<td>9</td>
<td>3 mL 100 nm AgNP + Sn-plated Cu substrate</td>
<td>Magnetic Stirring</td>
<td>0.1</td>
<td>8.67</td>
</tr>
<tr>
<td>10</td>
<td>Sn-plated Cu substrate</td>
<td>Magnetic Stirring</td>
<td>0.1</td>
<td>8.67</td>
</tr>
<tr>
<td>11</td>
<td>1 mL 10 nm AgNP + Sn-plated Cu substrate</td>
<td>Gas Agitation</td>
<td>0</td>
<td>9.33</td>
</tr>
<tr>
<td>12</td>
<td>1 mL 100 nm AgNP + Sn-plated Cu substrate</td>
<td>Gas Agitation</td>
<td>0</td>
<td>9.33</td>
</tr>
</tbody>
</table>

Figure 20. Average resistance vs. the percentage of AgNP.
Some etching methods trials have revealed the distribution of the Ag dispersion (Figure 21). Elemental analysis can be performed on regions as small as a few nanometers when EDXA and electron microscopes are used together. The effect of the electron beam on the surface and its penetration into the particle’s depth produces X-rays which are defining features of the elements on and near the sample’s surface [46]. The EDX area scanning showed the presence of Ag in the area shown in samples #1 to #30. The EDX spectra of selected samples #1, #6, and #30 are shown in Figure 22. However, the Ag distribution is not visible because the Ag was embedded within the Sn matrix (Figure 21a–c). In addition, the 3D atomic force microscopy (AFM) topography evaluated the average roughness (Ra), and root means square (RMS) roughness of the coated sample (Figure 21d–f). A long ridge along the middle of Sample #15 may contribute to a high contact resistance value (10 μΩ) because the gap reduces the active contact area for current flow.

Figure 21. FESEM and EDX Analysis of the Coated Sample: (a–c) wt% Ag and (d–f) Ra and RMS value.

<table>
<thead>
<tr>
<th>Method</th>
<th>Specimen</th>
<th>Dispersant</th>
<th>Average Resistance</th>
<th>Ag wt%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ultrasonic</td>
<td>Sn-plated Cu</td>
<td>1 mL 100 nm AgNP + Sn-plated Cu</td>
<td>6.55</td>
<td>6.00</td>
</tr>
<tr>
<td>Gas Agitation</td>
<td>Sn-plated Cu</td>
<td>1 mL 100 nm AgNP + Sn-plated Cu</td>
<td>5.28</td>
<td>3.33</td>
</tr>
<tr>
<td>Magnetic</td>
<td>Sn-plated Cu</td>
<td>1 mL 100 nm AgNP + Sn-plated Cu</td>
<td>5.72</td>
<td>3.33</td>
</tr>
<tr>
<td>Stirring</td>
<td>Sn-plated Cu</td>
<td>1 mL 100 nm AgNP + Sn-plated Cu</td>
<td>2.5</td>
<td>3.33</td>
</tr>
<tr>
<td>Stirring</td>
<td>Sn-plated Cu</td>
<td>1 mL 100 nm AgNP + Sn-plated Cu</td>
<td>2.3</td>
<td>3.33</td>
</tr>
<tr>
<td>Ultrasonic</td>
<td>Sn-plated Cu</td>
<td>1 mL 100 nm AgNP + Sn-plated Cu</td>
<td>2.1</td>
<td>3.33</td>
</tr>
<tr>
<td>Gas Agitation</td>
<td>Sn-plated Cu</td>
<td>1 mL 100 nm AgNP + Sn-plated Cu</td>
<td>1.2</td>
<td>3.33</td>
</tr>
<tr>
<td>Gas Agitation</td>
<td>Sn-plated Cu</td>
<td>1 mL 100 nm AgNP + Sn-plated Cu</td>
<td>1.1</td>
<td>3.33</td>
</tr>
<tr>
<td>Magnetic</td>
<td>Sn-plated Cu</td>
<td>1 mL 100 nm AgNP + Sn-plated Cu</td>
<td>0.5</td>
<td>3.33</td>
</tr>
<tr>
<td>Magnetic</td>
<td>Sn-plated Cu</td>
<td>1 mL 100 nm AgNP + Sn-plated Cu</td>
<td>0.6</td>
<td>3.33</td>
</tr>
</tbody>
</table>

Figure 22. Cont.
4. Conclusions

The influence of fin thickness variation and the nanocomposite coating selection was successfully studied. The experiment and simulation considered fin thickness sizes of $s_1 = 1.0$ mm, $s_2 = 3$ mm, $s_3 = 4.0$ mm, $s_4 = 4.5$ mm, and $s_5 = 5$ mm. The best fin thickness size was $s_1 = 1$ mm, which outperformed the other fin thicknesses in thermal performance with 1.254 fin effectiveness and 1.862 W of total heat transfer rate. The findings revealed that the average surface area reduces as the fin thickness increases. The Nusselt number for 1 mm fin thickness was 17.5. The results found that the Nusselt number drops quadratically until 15.2 when fin thickness increases. In addition, the reduced fin thickness enhanced the fluid flow near the fins. The “chimney effect” accelerates the warm air removal from the heat sink and replaces it with cooler air. This phenomenon indicates that heat dissipates more effectively into the surrounding region. Moreover, the ultrasonic agitation coating method yields the lowest average resistance (8.8 $\mu\Omega$) and a better percentage of Ag on the substrate surface (0.6%–2.5%) than other methods. This finding indicated the successful coatings on the bus duct conductor’s heat sink. Therefore, the current results are expected to provide insight and be useful as a reference for the engineer and researcher in understanding the heat sink of the bus duct conductor.
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