Prediction of Deposition Layer Morphology Dimensions Based on PSO-SVR for Laser–arc Hybrid Additive Manufacturing
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Abstract: Laser–arc composite additive manufacturing holds significant potential for a wide range of industrial applications, and the control of morphological dimensions in the deposited layer is a critical aspect of this technology. The width and height dimensions within the deposited layer of laser–arc hybrid additive manufacturing serve as essential indicators of its morphological characteristics, directly influencing the shape quality of the deposited layer. Accurate prediction of the shape dimensions becomes crucial in providing effective guidance for size control. To achieve precise prediction of shape dimensions in laser–arc composite additive manufacturing and ensure effective regulation of the deposited layer’s shape quality, this study introduces a novel approach that combines a particle swarm algorithm (PSO) with an optimized support vector regression (SVR) technique. By optimizing the SVR parameters through the PSO algorithm, the SVR model is enhanced and fine-tuned to accurately predict the shape dimensions of the deposited layers. In this study, a series of 25 laser–arc hybrid additive manufacturing experiments were conducted to compare different approaches. Specifically, the SVR model was built using selected radial basis function (rbf) kernel functions. Furthermore, the penalty factors and kernel parameters of the SVR model were optimized using the particle swarm optimization (PSO) algorithm, leading to the development of a PSO-SVR prediction model for the morphological dimensions of the deposited layers. The performance of the PSO-SVR model was compared with that of the SVR, BPNN, and LightGBM models. Model accuracy was evaluated using a test set, revealing average relative errors of 2.39%, 7.719%, 9.46%, and 5.356% for the PSO-SVR, SVR, BPNN, and LightGBM models, respectively. The PSO-SVR model exhibited excellent prediction accuracy with minimal fluctuations in prediction error. This performance demonstrates the model’s ability to effectively capture the intricate and non-linear relationship between process parameters and deposition layer dimensions. Consequently, the PSO-SVR model can provide a foundation for the control of morphological dimensions in the deposition layer, offering an effective guide for deposition layer morphology dimension control in laser–arc composite additive manufacturing.
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1. Introduction

Laser–arc hybrid additive manufacturing technology amalgamates the dual heat sources of laser melting and arc melting to enable swift formation and customized manufacturing of metallic materials [1]. By harnessing the precise attributes of laser melting...
in conjunction with the rapid characteristics of arc melting, this technology emerges as a promising innovation with broad applicability in diverse industrial domains. In comparison to traditional laser or arc additive forming techniques, laser–arc composite additive forming showcases enhanced efficiency and superior processing outcomes [2]. Its advantages, such as expansive formation size, exceptional accuracy, and optimal utilization of raw materials, have propelled its extensive adoption in aerospace, rail transportation, and automotive manufacturing sectors [3]. The width and height of the deposited layer assume crucial roles as fundamental indicators of its dimensional properties. Variations in these dimensions directly impact the quality of the deposited layer. Inadequate width and height not only impede formation efficiency but also exacerbate the risks associated with thermal stress and material deformation. The dimensional attributes of the deposited layer are influenced by multiple factors, including laser power, arc current, and scanning speed. A comprehensive exploration of the intricate mapping relationship between process parameters and deposited layer dimensions can facilitate accurate prediction of the deposited layer’s quality under specific parameter settings. This understanding holds paramount significance in regulating deposited layer dimensions, thereby enhancing formation quality and efficiency.

The laser–arc hybrid additive manufacturing has received a lot of attention and research due to its unique advantages. Miaoran Liu et al. [4] prepared thin-walled aluminium alloy parts by arc and laser–arc composite additions, analysed and compared their microstructure and tensile properties, and found that all aspects of the laser–arc composite additions were improved. Zhaodong Zhang et al. [5], in their study of laser-induced MIG arc additive manufacturing of aluminium alloys, explored the effect of laser power on melt pool size by conducting thin-walled part forming tests with different laser powers. Mengcheng Gong et al. [6] investigated the effect of laser power laser–arc composite additive manufacturing of 316L. The results showed that the surface accuracy increases and then decreases with increasing laser power, and the surface hardness decreases with increasing deposition layer height. A large number of studies have made great progress in the mechanisms of laser and arc action, as well as the microstructure and mechanical properties of formed parts. However, relatively little research has been done on the relationship between process parameters and the mapping of deposited layer morphology to size, and on the prediction of deposited layer dimensions.

A common prediction method currently used is to build a finite element model. Chong Wang et al. [7] analysed the thermal behaviour of a composite additive process by developing a three-dimensional steady-state finite element model with two independent surface heat sources, and the predicted melt pool geometry and heat affected zone were in high agreement with the experimental data. However, the utilization of finite element simulation in the context of laser–arc hybrid additive manufacturing encounters inherent limitations. These constraints manifest in the form of an incomplete comprehension of the intricate multi-field coupling process involved in this manufacturing technique, the current uncertainty surrounding the deposition layer change process, and the substantial dependence of finite element accuracy on factors such as cell type, boundary conditions, and mesh scheme. Consequently, the accuracy and stability of predictions derived from finite element modelling are substantially compromised, necessitating further advancements in order to enhance their efficacy. Machine learning methods are widely employed as a prevalent approach for prediction in various fields. Aman Garg et al. [8] used a support vector machine (SVM) algorithm and a Gaussian process regression (GPR) to predict the compressive strength of concrete containing silica nanoparticles. The results showed that SVM can give more accurate prediction results. Aman Garg et al. [9] evaluated the stiffness matrix of functionally graded (FG) nanoplate using a Gaussian process regression (GPR) based surrogate model in the framework of the layerwise theory; the results showed that the method has excellent performance. Compared to finite element methods, machine learning can predict the dynamics of manufacturing processes more quickly and accurately without the need for complex physical knowledge, and it has gained widespread attention and application.
in the field of additive manufacturing in recent years [10]. Wang Z et al. [11] used a Particle Swarm Optimisation (PSO) algorithm to optimise the weights and thresholds of the Backpropagation neural network (BPNN) to build a PSO-BP prediction model, and the results showed that the model has high prediction accuracy. Hao J et al. [12] used SVR, PSO-BPNN, and XGBoost models to predict the morphology of the laser cladding layer in the tilted state, and XGBoost showed better prediction performance. Wang K et al. [13] reviewed the application of neural network models, genetic algorithms, and particle swarm algorithms in the optimization of laser cladding process parameters, and analysed and summarized their advantages and disadvantages. The predominant focus of current research resides in laser additive manufacturing or arc additive manufacturing, while comparatively limited attention has been directed towards laser–arc hybrid additive manufacturing. To facilitate the broader implementation of laser–arc hybrid additive manufacturing in industrial settings, this study employs machine learning methodologies to forecast the morphological dimensions of deposited layers in laser–arc composite additive manufacturing. The outcome of this research serves as a crucial foundation for regulating the deposited layers and selecting optimal process parameters. Given the inherent nature of laser–arc hybrid additive manufacturing as a predominantly small sample experiment, the widely employed Backpropagation neural network (BPNN) algorithm is found to be inadequate due to its susceptibility to overfitting when confronted with limited sample data [14]. Conversely, the Support Vector Regression (SVR) algorithm demonstrates enhanced stability, robustness, and generalization capabilities for small sample low-dimensional problems [15]. Hence, the SVR algorithm emerges as a more suitable choice for accurate predictions in laser–arc composite additive manufacturing. Nevertheless, it is worth noting that the prediction accuracy of SVR models can be substantially influenced by penalty factors, kernel parameters, and other related factors. Conventional approaches relying on manually pre-set parameters often yield unsatisfactory prediction outcomes. To address this limitation, the current study leverages a particle swarm optimization algorithm characterized by superior global search capabilities. This optimization technique is employed to fine-tune the parameters of the SVR model, thereby enhancing the prediction accuracy of the model significantly.

This study introduces a novel approach by combining the Particle Swarm Optimization (PSO) algorithm with the Support Vector Regression (SVR) algorithm to develop a PSO-SVR-based prediction model for sediment layer topography. Experimental results were employed to construct a support vector regression model for the process parameters and deposition layer topography size. The PSO algorithm was then utilized to optimize the penalty factor and kernel parameters of the SVR algorithm, resulting in a highly accurate PSO-SVR prediction model. The performance of the PSO-SVR model was compared with that of BPNN, SVR, and Light Gradient Boosting Machine (LightGBM) models to assess its prediction accuracy. The findings of this study provide valuable insights for effective control of the form size, serving as a decision-making reference and guidance for enhancing both the quality and efficiency of the forming process.

2. Materials and Methods
2.1. Materials and Setup

All experiments in this study were carried out on a laser–arc hybrid additive manufacturing system. The schematic diagram of the aforementioned system is presented in Figure 1. The system consisted of an electric arc unit, a laser, and a cooling system. Specifically, an electric arc unit powered by a Kai’erda D350S was employed, while the laser beam was generated by an RFL-2000W laser. In the course of the experimentation, the displacement of the laser and arc units was carried out by a Yaskawa GP25 six-axis robot. The protective gas utilized in the experiment was composed of a precise mixture of argon and carbon dioxide, with a consistent flow rate of 6 L/min. In order to mitigate the risk of overheating of the laser head, it is imperative to establish a mechanism for cooling. To this end, the laser head was connected to a water cooler.
In this study, the experimental material consisted of substrates made of 45 steel, which were of uniform dimensions measuring $20 \times 10 \times 8$ mm. To minimize any potential impact on the experimental results from external factors, such as heat build-up resulting from repeated processing, each substrate was subjected to a single experiment. Before conducting the experiment, the substrate surface was subjected to abrasion using sandpaper, followed by thorough cleansing to eliminate surface impurities using anhydrous ethanol. This study employed the use of THQ-50C wire as the deposition material, a carbon steel wire of 500 MPa grade, which has been manufactured using advanced drawing and surface copper plating processes. This material is favoured for its superior properties, which include low spatter, high deposition efficiency, excellent deposition layer formation, and low metal porosity sensitivity. Due to these exceptional features, THQ-50C wire finds widespread application in construction machinery, ships, and petrochemical industries. In this study, a wire with a diameter of 0.8 mm was utilized, and Table 1 displays the chemical composition of THQ-50C.

Table 1. Chemical composition of THQ-50C.

<table>
<thead>
<tr>
<th>Element</th>
<th>C</th>
<th>Mn</th>
<th>Si</th>
<th>S</th>
<th>P</th>
<th>Cr</th>
<th>Ni</th>
<th>Cu</th>
<th>Mo</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wt%</td>
<td>0.08</td>
<td>1.50</td>
<td>0.89</td>
<td>0.012</td>
<td>0.013</td>
<td>0.02</td>
<td>0.03</td>
<td>0.11</td>
<td>0.002</td>
<td>0.003</td>
</tr>
</tbody>
</table>

2.2. Design of Experiments

The use of the orthogonal test method provides a significant advantage in obtaining sample data that is evenly distributed. Furthermore, this approach meets the demands of test design by reducing the number of experiments required, leading to improved testing efficiency and cost-effectiveness. The primary objective of the present study was to establish a predictive model elucidating the relationship between process parameters and the morphology dimensions of the deposited layer. To accomplish this objective, welding current, laser power, and scanning speed were selected as input variables, while the output variables comprised the width and height of the deposited layer. Employing the orthogonal test method, a meticulous construction of 25 sets of three-factor five-level orthogonal tests was conducted. Each factor, namely welding current, laser power, and scanning speed, was assigned five levels. Table 2 shows the details about the design of experiments.

Table 2. Design of experiments.

<table>
<thead>
<tr>
<th>Process Parameters (Symbol, Unit)</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser power ($P$, W)</td>
<td>500, 600, 700, 800, 900</td>
</tr>
<tr>
<td>Scan speed ($v$, mm/s)</td>
<td>6, 8, 10, 12, 14</td>
</tr>
<tr>
<td>Welding current ($I$, A)</td>
<td>80, 100, 120, 140, 160</td>
</tr>
<tr>
<td>Argon gas flux ($Q$, L/min)</td>
<td>6</td>
</tr>
<tr>
<td>Laser spot diameter ($d$, mm)</td>
<td>3</td>
</tr>
</tbody>
</table>
3. Results

A total of twenty-five sets of Laser–arc hybrid additive manufacturing experiments were conducted in this study, employing diverse process parameters as outlined in Table 2. To analyse the deposited layer, a wire cutter was employed to section it perpendicular to the scanning direction. The resulting cross-sectional samples underwent a series of sanding and polishing procedures, utilizing increasingly finer sandpapers, including #200, #400, #600, #800, #1000, #1500, #1800, and #2200. Following this, a grinding and polishing machine was used to further refine the samples, which were subsequently subjected to etching using a 5% nitric acid alcohol solution. Finally, the cross-sectional morphology of the deposited layer was visualized under an optical microscope, and the resultant image is presented in Figure 2.

![Figure 2](image)

**Figure 2.** Cross section of deposition layer. (a) The schematic diagram; (b) the sample.

The width and height of the deposited layer were measured using ImageJ software to obtain the width and height of the deposited layer for different process parameters, and the results of the orthogonal tests are shown in Table 3. P, V, and A in the table represent the three process parameters of laser power, scanning speed and welding current, respectively; W and H represent the width and height of the deposited layer, respectively.

<table>
<thead>
<tr>
<th>NO.</th>
<th>P(W)</th>
<th>V/(mm s⁻¹)</th>
<th>I(A)</th>
<th>W/mm</th>
<th>H/mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>800</td>
<td>14</td>
<td>140</td>
<td>4.952</td>
<td>1.482</td>
</tr>
<tr>
<td>2</td>
<td>700</td>
<td>12</td>
<td>80</td>
<td>4.714</td>
<td>0.917</td>
</tr>
<tr>
<td>3</td>
<td>700</td>
<td>14</td>
<td>160</td>
<td>5.467</td>
<td>1.405</td>
</tr>
<tr>
<td>4</td>
<td>700</td>
<td>8</td>
<td>120</td>
<td>5.881</td>
<td>1.751</td>
</tr>
<tr>
<td>5</td>
<td>700</td>
<td>6</td>
<td>140</td>
<td>7.018</td>
<td>2.431</td>
</tr>
<tr>
<td>6</td>
<td>900</td>
<td>14</td>
<td>120</td>
<td>5.065</td>
<td>1.294</td>
</tr>
<tr>
<td>7</td>
<td>500</td>
<td>10</td>
<td>140</td>
<td>5.446</td>
<td>1.631</td>
</tr>
<tr>
<td>8</td>
<td>800</td>
<td>8</td>
<td>100</td>
<td>5.417</td>
<td>1.417</td>
</tr>
<tr>
<td>9</td>
<td>800</td>
<td>6</td>
<td>120</td>
<td>6.411</td>
<td>2.192</td>
</tr>
<tr>
<td>10</td>
<td>500</td>
<td>12</td>
<td>120</td>
<td>5.155</td>
<td>1.369</td>
</tr>
<tr>
<td>11</td>
<td>900</td>
<td>10</td>
<td>160</td>
<td>6.827</td>
<td>1.932</td>
</tr>
<tr>
<td>12</td>
<td>800</td>
<td>12</td>
<td>160</td>
<td>6.583</td>
<td>1.840</td>
</tr>
<tr>
<td>13</td>
<td>600</td>
<td>8</td>
<td>140</td>
<td>6.208</td>
<td>2.111</td>
</tr>
<tr>
<td>14</td>
<td>600</td>
<td>12</td>
<td>100</td>
<td>4.887</td>
<td>1.095</td>
</tr>
<tr>
<td>15</td>
<td>900</td>
<td>6</td>
<td>100</td>
<td>5.976</td>
<td>1.792</td>
</tr>
<tr>
<td>16</td>
<td>600</td>
<td>10</td>
<td>120</td>
<td>5.351</td>
<td>1.421</td>
</tr>
<tr>
<td>17</td>
<td>900</td>
<td>12</td>
<td>140</td>
<td>5.583</td>
<td>1.528</td>
</tr>
<tr>
<td>18</td>
<td>500</td>
<td>6</td>
<td>80</td>
<td>5.381</td>
<td>1.508</td>
</tr>
<tr>
<td>19</td>
<td>500</td>
<td>8</td>
<td>160</td>
<td>7.537</td>
<td>2.302</td>
</tr>
<tr>
<td>20</td>
<td>500</td>
<td>14</td>
<td>100</td>
<td>4.789</td>
<td>1.004</td>
</tr>
<tr>
<td>21</td>
<td>700</td>
<td>10</td>
<td>100</td>
<td>5.143</td>
<td>1.191</td>
</tr>
<tr>
<td>22</td>
<td>900</td>
<td>8</td>
<td>80</td>
<td>5.272</td>
<td>1.119</td>
</tr>
<tr>
<td>23</td>
<td>600</td>
<td>14</td>
<td>80</td>
<td>4.667</td>
<td>0.825</td>
</tr>
<tr>
<td>24</td>
<td>600</td>
<td>6</td>
<td>160</td>
<td>8.506</td>
<td>2.790</td>
</tr>
<tr>
<td>25</td>
<td>800</td>
<td>10</td>
<td>80</td>
<td>4.801</td>
<td>1.059</td>
</tr>
</tbody>
</table>

*Table 3. Orthogonal experiment results.*
In this study, we sought to investigate the influence of different process parameters on the width and height of the deposited layer in laser–arc compounding processes. To this end, we conducted an analysis of variance (ANOVA) on the experimental results to identify the key factors affecting the deposition layer width. Our findings revealed that the laser–arc compounding process parameters have varying degrees of impact on the deposited layer width. Specifically, the arc current exerted the most significant influence, followed by the scanning speed, whereas the laser power had the least effect. To gain a deeper understanding of the relationship between the process parameters and the deposition layer width, we performed a multivariate nonlinear fit using the nonlinear least squares Marquardt method. In this analysis, the process parameters were treated as independent variables, while the deposition layer width was considered as the dependent variable. A total of 25 sets of experiments were conducted to obtain the objective function, which characterizes the relationship between the process parameters and the deposition layer width. The objective function obtained from the analysis is presented below:

\[
W = 1.408 \left( P^{0.013} \times I^{0.425} \times V^{-0.319} \right) + 1.452
\]  

The analysis of the objective function derived from the multivariate nonlinear fit revealed notable relationships between the deposition layer width and various process parameters. Specifically, the width was found to exhibit a positive correlation with arc current, while an inverse correlation was observed with scan speed. On the other hand, the laser power was determined to have a negligible impact on the deposited layer width. The investigation demonstrated that increasing the arc current led to an increase in the deposition layer width, whereas an escalation in the scan speed resulted in a decrease in the width. It is important to note that the influence of these parameters on the deposition layer width is not equal, with arc current exerting a more pronounced effect compared to scan speed.

A similar analysis was conducted to examine the impact of the laser–arc composite process parameters on the deposition layer height. Specifically, an ANOVA was performed on the deposition layer height, and the results indicated that the arc current had the most significant influence on the deposition layer height, followed by the scanning speed, while the laser power had the least effect. Subsequently, a multivariate non-linear fit was carried out on the experimental results using the non-linear least squares Marquardt method. This analysis aimed to obtain the objective function of the deposition layer height and the laser melting process parameters, with the process parameters as the independent variables and the deposition layer height as the dependent variable. The obtained objective function is presented below:

\[
H = 0.713 \left( P^{0.016} \times I^{0.938} \times V^{-0.675} \right) - 0.194
\]  

The analysis of the objective function demonstrates that the height of the deposited layer increases with the increase in the arc current, whereas it decreases with the increase in the scanning speed. Furthermore, it was found that the laser power does not have a significant impact on the deposited layer height.

The analysis reveals that an increase in arc current leads to a subsequent increase in arc pressure. This elevated arc pressure exerts a greater force on the liquid melt pool, consequently expanding the cross-sectional area of the pool. Consequently, both the layer width and layer height of the monolayer experience an increase. Conversely, when parameters such as arc current remain constant, an increase in scanning speed results in a reduction in the amount of molten metal per unit time and a decrease in heat input. This reduction in heat input, coupled with the decreased amount of molten metal, subsequently causes a decrease in both the width and height of the deposited layer as the scanning speed increases.
4. Prediction Modelling

4.1. Support Vector Regression Model

The morphological dimensions of laser–arc hybrid additive manufacturing deposited layers are subject to the influence of several factors, with process parameter variations directly impacting the deposited layer morphological dimensions. The relationship between process parameters and deposited layer dimensions is non-linear, rendering traditional methods ineffective in establishing correlations between process parameters and deposited layer dimensions and in accurately predicting the deposited layer. Support Vector Regression (SVR) is a machine learning method that relies on statistical theory and minimization of structural risk principles [16]. This method demonstrates outstanding performance in resolving small sample high-dimensional non-linear problems by constructing non-linear mapping relationships between input and output variables in an efficient and precise manner [17]. Therefore, SVR is an ideal method for solving the problem of predicting the size of deposition layers in laser–arc hybrid additive manufacturing. The structure of the SVR is shown in Figure 3.

\[ f(x) = \sum_{i=1}^{n} (a_i - a_i^*) K(x, x_i) + b \]

Figure 3. Schematic diagram of the SVR structure.

The present study aims to predict the size of the deposition layer in laser–arc hybrid additive manufacturing using support vector regression. To this end, the support vector regression problem can be formulated as follows: given the experimental results of laser–arc hybrid additive manufacturing, it is hypothesized that there exists a functional relationship between the target prediction \( f(x) \) and the input \( x \). This functional relationship can be mathematically expressed as a function of \( x \). The functional form can be expressed as follows:

\[ f(x) = \omega^T \phi(x) + b \]  

where \( \phi(x) \) is the nonlinear mapping function; \( \omega^T \) is the weight vector; \( x \) is the input vector; \( x = \{x_1, x_2, \cdots, x_i\} \) represents different process parameters; and \( b \) is the bias term.

In accordance with the principle of structural risk minimization, the regression problem for the aforementioned function can be addressed by solving the parameters \( \omega \) and \( b \) via the minimization of the structural risk \( R_{st} \) [18].

\[ \min R_{st} = \frac{1}{2} (\omega \cdot \omega) + \frac{c}{l} \sum_{i=1}^{l} |f(x_i) - y_i|_{\epsilon} \]  

(4)

c indicates the penalty factor; \( \epsilon \) is the insensitive loss function, defined as:

\[ |f(x_i) - y_i|_{\epsilon} = \begin{cases}  |f(x_i) - y_i| - \epsilon & |f(x_i) - y_i| \geq \epsilon \\ 0 & |f(x_i) - y_i| < \epsilon \end{cases} \]  

(5)

With the introduction of slack variables \( \xi_i \) and \( \xi_i^* \), the above equation can be transformed into an equivalent optimization problem.

\[ \min \frac{1}{2} \|\omega\|^2 + c \sum_{i=1}^{l} (\xi_i + \xi_i^*) \]  

(6)
\[ \begin{align*}
\text{S.t.} \quad & y_i - \left[ \omega^T \varphi(x_i) + b \right] \leq \varepsilon + \xi_i \\
& \left[ \omega^T \varphi(x_i) + b \right] - y_i \leq \varepsilon + \xi_i \\
& \xi_i, \xi_i^* \geq 0, i = 1, 2, \ldots, n
\end{align*} \]

(7)

By introducing Equation (7) into the Lagrangian function, the kernel function \( K(x, x_i) \) of the composite Mercer condition is introduced according to the Karush–Kuhn–Tucker (KKT) condition, and the final regression function obtained can be expressed as:

\[ f(x) = \sum_{i=1}^{n} (a_i - a_i^*) k(x, x_i) + b \]

(8)

where \( a_i \) and \( a_i^* \) are Lagrangian multipliers, and \( b \) is the bias term.

The kernel function is an indispensable parameter in Stochastic Vector Regression (SVR) that regulates the non-linear characteristics of the model. The selection of different kernel functions can significantly impact the accuracy of prediction results, as it determines the model's ability to capture complex patterns in the data, which is critical to achieving high predictive performance. This study compares the prediction accuracy of the linear kernel function, the poly (polynomial function) kernel function, the rbf (Gaussian radial basis) kernel function, and the sigmoid kernel function, to identify the optimal kernel function for model construction.

1. The poly kernel function formula:

\[ k(x, x_i) = (x^T x_i)^d \]

(9)

2. The rbf kernel function formula:

\[ k(x, x_i) = \exp(-\frac{\|x - x_i\|^2}{2\sigma^2}) \]

(10)

3. The sigmoid kernel function formula:

\[ k(x, x_i) = \tanh(ax^T x_i + c) \]

(11)

where \( \tanh \) is hyperbolic tangent function, \( a > 0, c > 0 \).

4. The linear kernel function formula:

\[ k(x, x_i) = x^T x_i \]

(12)

The morphological dimensions of the deposited layer in laser–arc hybrid additive manufacturing is subject to various process parameters, among which laser power, scanning speed, and arc current are considered the most critical factors. These parameters play a significant role in determining the energy input, rate of material deposition, and the extent of material melting and solidification, thereby profoundly influencing the performance of the deposition process. To comprehensively investigate the impact of these key process parameters on the morphological dimensions of the deposited layer in laser–arc composite additive deposition, the present study focuses on the analysis of the deposition layer width and height as output parameters. Additionally, laser power, scanning speed, and arc current are considered as input variables to develop a SVR-based model for accurately predicting the size of the deposition layer.

From the 25 sets of test data, 5 sets were randomly selected as the test set, and the remaining 20 sets were used as the training set for model development and optimization. The experimental data must be normalised to convert all data between \([0, 1]\), which can
hasten convergence and increase prediction accuracy because the magnitudes of the experimental data are not uniform and the values of the various parameters range significantly from one another. The normalized formula is shown as following:

\[
X' = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}
\]  

(13)

\(X\) is the raw data; \(X_{\text{max}}\) and \(X_{\text{min}}\) are the maximum and minimum values in the raw data, respectively; and \(X'\) is the normalised number.

The SVR model was tested using a test dataset after being trained using normalised training data. The prediction accuracy of the model was assessed by contrasting the predicted values of the test data with the actual values.

4.2. PSO-SVR Model

The penalty factor, denoted as “c”, and the kernel parameter, denoted as “g”, constitute crucial components of the support vector regression (SVR) model, and their proper selection significantly impacts the model’s prediction accuracy. Traditionally, researchers have employed a grid search method to determine the optimal values for c and g. However, this method is exhaustive, time-consuming, and prone to human intervention, which can undermine the accuracy and efficiency of the model. In contrast, Particle Swarm Optimization (PSO) algorithm is a widely-used technique for hyperparameter optimization in machine learning models [19]. The PSO algorithm exhibits strong global search capability, fast convergence, and requires no preprocessing of initial values, which makes it an ideal tool for hyperparameter optimization of SVR models. In this study, a novel approach is proposed for determining the optimal kernel parameter g and penalty factor c for the SVR model, leveraging the PSO algorithm. By employing the PSO algorithm’s search capabilities to identify the ideal values of c and g, the SVR model's generalization capability and prediction accuracy are enhanced. As a result, more reliable and accurate predictions can be achieved.

4.2.1. PSO Algorithm

The PSO algorithm is an intelligent optimisation algorithm that simulates the predatory behaviour of birds. The algorithm interprets each individual in the population as a particle in the search space, characterized by its position, velocity, and fitness value [20]. The position of a particle corresponds to a possible solution to the optimization problem, and its fitness value indicates its quality in comparison to other particles. The particles in the population continuously update their position and velocity by monitoring their own local and global optimums (\(P_{\text{best}}\) and \(G_{\text{best}}\)). This process is repeated until a stopping criterion is met, such as a maximum number of iterations or a satisfactory level of fitness [21]. The process of updating the velocity and position of the particle is shown in Figure 4, and the formulae are shown in Equations (14) and (15) [22].

\[
v^{k+1}_{sd} = \rho v^k_{sd} + c_1 r_1 (P_{\text{best}\; sd} - x^k_{sd}) + c_2 r_2 (G_{\text{best}\; sd} - x^k_{sd})
\]  

(14)

\[
x^{k+1}_{sd} = x^k_{sd} + v^{k+1}_{sd}
\]  

(15)

where \(d \in [1, D]\), \(D\) indicates the population size; \(k \in [1, K]\), \(K\) indicates the iteration times; \(s \in [1, S]\), \(S\) denotes the dimension of the particle; \(v^{k+1}_{sd}\) denotes the flight speed of the particle at the \(k+1\)st iteration; \(x^{k+1}_{sd}\) denotes the position of the particle at the \(k+1\)st iteration; \(c_1, c_2 \in [1, 2]\) represent the learning factor for individuals and populations, respectively; \(\rho\) is the inertia weight; and \(r_1, r_2 \in [0, 1]\) is the random constant.
4.2.2. PSO-SVR

The present study aims to enhance the predicting accuracy of the SVR model by employing the PSO algorithm to determine the optimal kernel function $g$ and penalty factor $c$, and thereafter obtain optimal hyperparameters for the SVR model by PSO and use the optimised network to predict sediment layer width and height. The algorithm flow is shown in Figure 5, with the following main steps:

Step 1: Import the deposition layer width and height into the model as output data and the process parameters as input data, dividing the training set and test set.

Step 2: Set the initial parameters, including the number of iterations, the number of populations, the learning factor, the inertia weight, the search range of the kernel parameter $g$ and penalty factor $c$, and generate a random set of particle velocities and positions.
Step 3: Choose different kernel functions, build the SVR model and train the model using the training set.

Step 4: The outcome of each particle’s search is substituted into the SVR model, the mean square error of the anticipated and experimental values acquired from the training process of several SVR models is utilised as the fitness function of the PSO algorithm, and the fitness of all particles is determined.

Step 5: The adaptation for each particle is compared to the adaptation for Pbest, and if the former is superior, the latter is substituted with the particle’s present position.

Step 6: As in step 5, update Gbest.

Step 7: Determine to confirm if the termination requirement has been met. The ideal penalty factor bestc and the optimal kernel parameter bestg are output if it is satisfied; otherwise, move on to step 5.

Step 8: Replace c and g in the SVR model with bestc and bestg.

Step 9: Compare the prediction accuracy of the PSO-SVR model with the four common kernel functions and select the kernel function with the highest accuracy to build the PSO-SVR model.

Step 10: Test the PSO-SVR model with the test dataset.

5. Results and Discussion

5.1. Determination of the PSO-SVR Prediction Model Kernel Function

The selection of the kernel function has a considerable impact on the accuracy of prediction results. In this research, four kernel functions, namely the line kernel function, rbf kernel function, sigmoid kernel function, and poly kernel function, are employed to develop PSO-SVR models for predicting the morphological dimensions of deposited layers. A training dataset consisting of twenty sets of experimental data was chosen, and these models were trained using this dataset to assess their respective prediction accuracy. Subsequently, the model with the highest accuracy was selected as the prediction model. To ensure a scientific and objective assessment of the model’s prediction performance, this paper utilizes Mean Relative Error (MRE), Mean Square Error (MSE), and Coefficient of Determination (R2) as evaluation metrics to quantitatively evaluate the prediction performance. The specific formula is as follows:

\[
R^2 = \frac{\sum_{i=1}^{n} (\hat{y}_i - \bar{y})^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2} \quad (16)
\]

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2 \quad (17)
\]

\[
MRE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{\hat{y}_i - y_i}{y_i} \right| \quad (18)
\]

where \(\hat{y}_i\) represents the \(i\)-th predicted value of the test set; \(y_i\) denotes the \(i\)-th true value of the test set; and \(\bar{y}\) represents the average of the true values of the test data set.

Figure 6 illustrates a comparative analysis between the predicted values and actual values of deposition layer widths for various kernel functions. Specifically, Figure 6a depicts the numerical comparison utilizing the linear kernel function, Figure 6b represents the numerical comparison employing the rbf kernel function, Figure 6c illustrates the numerical comparison using the sigmoid kernel function, and Figure 6d presents the numerical comparison utilizing the poly kernel function.
Figure 6. Comparison of predicted and actual values deposition layer widths for different kernel functions. (a) Linear kernel function; (b) rbf kernel function; (c) sigmoid kernel function; (d) poly kernel function.

Observing Figure 6, it becomes evident that the predictions generated by the linear kernel function and the sigmoid kernel function exhibit relatively close proximity. However, some deviations persist between the predicted values of these two kernel functions and their corresponding actual values. Conversely, the predictions obtained using the poly kernel function demonstrate fewer deviations from the actual values, although significant deviations are still noticeable in regions characterized by data fluctuations. Among the four kernel functions examined, the rbf kernel function showcases the highest degree of overlap between the predicted and actual values, thereby yielding the highest prediction accuracy. In order to make a more objective comparison of the prediction results, the prediction accuracy of the four kernel functions was calculated, and the results are shown in Table 4.

Table 4. Prediction accuracy indicators for PSO-SVR models with different nuclear parameters.

<table>
<thead>
<tr>
<th></th>
<th>Linear</th>
<th>Rbf</th>
<th>Sigmoid</th>
<th>Poly</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.819</td>
<td>0.992</td>
<td>0.794</td>
<td>0.964</td>
</tr>
<tr>
<td>MSE</td>
<td>0.157</td>
<td>0.007</td>
<td>0.179</td>
<td>0.031</td>
</tr>
<tr>
<td>MRE</td>
<td>0.048</td>
<td>0.049</td>
<td>0.049</td>
<td>0.025</td>
</tr>
</tbody>
</table>

Table 4 shows that rbf has the minimum MSE and MRE as well as an $R^2$ that is closest to 1. The results show that the prediction accuracy is highest and the actual values fit the expected values the best when the rbf kernel function is selected.

Four kernel functions were used to forecast the heights of the sediment layers, and Figure 7 compares the predicted and observed values of the deposition layer height for each kernel function.
The prediction accuracy of the PSO-SVR model was calculated for four different kernel functions and the results are shown in Table 5.

Table 5. Prediction accuracy indicators for PSO-SVR models with different nuclear parameters.

<table>
<thead>
<tr>
<th></th>
<th>Linear</th>
<th>Rbf</th>
<th>Sigmoid</th>
<th>Poly</th>
</tr>
</thead>
<tbody>
<tr>
<td>R²</td>
<td>0.927</td>
<td>0.991</td>
<td>0.905</td>
<td>0.925</td>
</tr>
<tr>
<td>MSE</td>
<td>0.017</td>
<td>0.002</td>
<td>0.023</td>
<td>0.018</td>
</tr>
<tr>
<td>MRE</td>
<td>0.068</td>
<td>0.027</td>
<td>0.079</td>
<td>0.053</td>
</tr>
</tbody>
</table>

By amalgamating Figures 6 and 7, and Tables 4 and 5, it becomes evident that the utilization of the sigmoid kernel function results in the PSO-SVR model exhibiting the poorest fitting ability and the lowest prediction accuracy. Conversely, when the rbf kernel function is employed, the model showcases the most robust fitting capacity by closely aligning the predicted values with the actual values, thereby yielding higher prediction accuracy. In summary, the rbf kernel function was chosen to construct the PSO-SVR sediment layer size prediction model.

5.2. Comparison of Prediction Results of Different Models

In this study, the PSO-SVR sediment layer size prediction model was built using the rbf kernel function. The predictions utilising the SVR model, BPNN model, LightGBM model, and PSO-SVR model, respectively, were compared in order to further confirm the veracity and accuracy of the PSO-SVR prediction model. In order to demonstrate the prediction accuracy, the relative error between the predicted and actual values of each model was calculated. The relative error $\Delta$ is defined as:

$$ \Delta = \frac{|predicted - actual|}{actual} $$

By amalgamating Figures 6 and 7, and Tables 4 and 5, it becomes evident that the utilization of the sigmoid kernel function results in the PSO-SVR model exhibiting the poorest fitting ability and the lowest prediction accuracy. Conversely, when the rbf kernel function is employed, the model showcases the most robust fitting capacity by closely aligning the predicted values with the actual values, thereby yielding higher prediction accuracy. In summary, the rbf kernel function was chosen to construct the PSO-SVR sediment layer size prediction model.
accuracy of each model more visually, the relative error between the predicted and actual values of each model was calculated. The relative error $\Delta$ is defined as:

$$
\Delta = \left| \frac{X - X'}{X} \right| \times 100% \tag{19}
$$

where $X$ is the actual data value of the test set and $X'$ is the predicted value of the model.

Table 5 presents a comparative analysis of the deposition layer widths between the actual observations and the predictions from various model test sets. In this table, the actual sediment layer width is denoted as $W$, while the predicted widths from different models, namely PSO-SVR (W1), SVR (W2), BPNN (W3), and LightGBM (W4), are represented accordingly. Moreover, the relative error values for each model’s predictions in relation to the actual PSO-SVR values ($\Delta$1), SVR model ($\Delta$2), BPNN model ($\Delta$3), and LightGBM model ($\Delta$4) are also depicted in the table.

A comparison of the prediction results for each model is shown in Figure 8.

![Figure 8. Comparison of predicted sediment layer widths between models.](image-url)

By integrating the information presented in Table 6 and Figure 8, it becomes evident that the predicted values obtained from the PSO-SVR model exhibit a high degree of concordance with the actual values. Notably, the maximum relative error observed for the PSO-SVR model stands at a mere 1.99%. In contrast, the maximum prediction errors for the SVR model, LightGBM model, and BPNN model are recorded at −16.37%, −17.31%, and 6.57%, respectively. These findings demonstrate that the PSO-SVR model showcases superior predictive accuracy compared to the other models. Moreover, it is worth noting that the PSO-SVR model exhibits lower volatility and greater stability in its prediction errors.

### Table 6. Comparison of actual and predicted deposition layer widths for each model test set.

<table>
<thead>
<tr>
<th>NO.</th>
<th>$W$</th>
<th>$W_1$</th>
<th>$W_2$</th>
<th>$W_3$</th>
<th>$W_4$</th>
<th>$\Delta_1/%$</th>
<th>$\Delta_2/%$</th>
<th>$\Delta_3/%$</th>
<th>$\Delta_4/%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.143</td>
<td>5.158</td>
<td>5.223</td>
<td>5.236</td>
<td>5.442</td>
<td>0.29</td>
<td>1.55</td>
<td>1.81</td>
<td>5.42</td>
</tr>
<tr>
<td>2</td>
<td>5.272</td>
<td>5.355</td>
<td>5.198</td>
<td>5.221</td>
<td>5.221</td>
<td>1.76</td>
<td>−1.43</td>
<td>−0.97</td>
<td>−3.09</td>
</tr>
<tr>
<td>4</td>
<td>8.506</td>
<td>5.413</td>
<td>7.113</td>
<td>7.034</td>
<td>7.034</td>
<td>−1.09</td>
<td>−16.37</td>
<td>−17.31</td>
<td>3.44</td>
</tr>
<tr>
<td>5</td>
<td>4.081</td>
<td>4.893</td>
<td>4.835</td>
<td>4.807</td>
<td>4.807</td>
<td>1.91</td>
<td>0.71</td>
<td>0.12</td>
<td>4.04</td>
</tr>
</tbody>
</table>

A comparison of actual and predicted values of sediment layer heights for each model test set is shown in Table 6, where $H$ represents actual values of sediment layer heights,
and H1, H2, H3, and H4 represent predicted values of PSO-SVR heights, predicted values of SVR model, predicted values of BPNN model, and predicted values of LightGBM model, respectively. Δ5, Δ6, Δ7, and Δ8 represent relative errors of predicted and actual values of PSO-SVR, SVR model relative error, BPNN model relative error, and LightGBM model relative error, respectively.

The predicted results of each model are shown in Figure 9.

![Figure 9. Comparison of predicted sediment layer height between different models.](image)

Combining Figure 9 and Table 7, it can be seen that the maximum relative error of the PSO-SVR model is 5.93%, which is lower than the maximum relative errors of several other models, and the PSO-SVR has the smallest fluctuation in prediction error and the highest prediction accuracy.

Table 7. Comparison of actual and predicted deposition layer height for each model test set.

<table>
<thead>
<tr>
<th>NO.</th>
<th>H</th>
<th>H1</th>
<th>H2</th>
<th>H3</th>
<th>H4</th>
<th>Δ5/%</th>
<th>Δ6/%</th>
<th>Δ7/%</th>
<th>Δ8/%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.190</td>
<td>1.192</td>
<td>1.238</td>
<td>1.345</td>
<td>1.358</td>
<td>0.16</td>
<td>4.03</td>
<td>13.05</td>
<td>14.11</td>
</tr>
<tr>
<td>2</td>
<td>1.119</td>
<td>1.168</td>
<td>1.267</td>
<td>1.304</td>
<td>1.069</td>
<td>4.37</td>
<td>13.22</td>
<td>16.53</td>
<td>-4.46</td>
</tr>
<tr>
<td>3</td>
<td>0.825</td>
<td>0.874</td>
<td>0.685</td>
<td>0.716</td>
<td>0.775</td>
<td>5.93</td>
<td>-16.96</td>
<td>-13.21</td>
<td>-6.06</td>
</tr>
<tr>
<td>4</td>
<td>2.791</td>
<td>2.741</td>
<td>2.521</td>
<td>2.449</td>
<td>2.839</td>
<td>-1.75</td>
<td>-9.67</td>
<td>-12.22</td>
<td>1.75</td>
</tr>
<tr>
<td>5</td>
<td>1.059</td>
<td>1.009</td>
<td>1.073</td>
<td>1.108</td>
<td>1.106</td>
<td>-4.72</td>
<td>1.32</td>
<td>4.62</td>
<td>4.62</td>
</tr>
</tbody>
</table>

To summarize, the PSO-SVR prediction model, employing the RBF kernel function, outperforms other prediction models in all assessed metrics. It consistently exhibits smaller and more stable relative error values, thus enabling a more precise depiction of the non-linear correlation between process parameters and the dimensions of the deposition layer. The heightened prediction accuracy of the PSO-SVR model results in more reliable forecasts of the deposition layer size, carrying significant implications for guiding subsequent analyses and decision-making processes.

6. Conclusions

To accurately predict the size of the deposition layer in laser–arc hybrid additive manufacturing, this study proposes the construction of a PSO-SVR-based prediction model. The BPNN, LightGBM, and SVR models were utilized as control models for comparison. A total of 25 sets of experiments were conducted for training and validating the model. Based on the experimental results, the PSO-SVR, SVR, BPNN, and LightGBM models were developed, utilizing laser power, scanning speed, and arc current as input variables, and
deposition layer width and height as output variables, respectively. The average relative error was found to be 2.39% for the PSO-SVR model, 7.719% for the SVR model, 9.46% for the BPNN model, and 5.356% for the LightGBM model. The findings indicate that the PSO-SVR model consistently outperforms the SVR, BPNN, and LightGBM models across all evaluation metrics, demonstrating superior prediction performance. The PSO-SVR model enables more accurate prediction of the deposition layer size in laser–arc composite additive manufacturing. The reliability and accuracy of the PSO-SVR model’s predictions have laid a solid foundation for effective control and regulation of the deposition layer morphology in laser–arc composite additive manufacturing.

This study focuses on the prediction of the topography dimensions of laser–arc hybrid additive manufacturing deposited layers. Accurately predicting the morphology dimensions of deposited layers can offer valuable insights for selecting appropriate process parameters, thereby enhancing process quality and minimizing costs. Nevertheless, it is essential to further model and predict other critical performance indicators of the deposited layers, such as tensile strength, hardness, and fatigue properties. These additional predictions will contribute to advancing the application of laser–arc composite additive techniques. Future research endeavours should encompass the integration of more advanced machine learning algorithms and hyperparameter optimization techniques, in conjunction with the algorithms mentioned above, to enhance prediction accuracy. Moreover, there is a necessity to employ such methods to model and predict additional performance metrics associated with the deposited layers.
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