Prediction of Surface Residual Stresses after Laser Shock Processing on TC4 Titanium Alloy Using Different Neural Network Agent Models
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Abstract: Nowadays, it has become a trend to use finite element simulation instead of experimental processes, and this is widely used in the fields of structural mechanics, fluid mechanics, fracture mechanics, and so on. By replacing the experimental process with finite element simulation, we can reduce time and costs; however, when using finite element simulation, we need to define a series of settings, such as modeling, material assignment, environment settings, and many other operations. For laser shock processing intensification, the simulation experiment process is cumbersome and time-consuming. It involves performing neural network agent modeling, replacing finite element simulation with the learning and prediction capabilities of neural networks, learning by using some of the simulation results as a training sets for the neural network, and then learning by using the remaining simulation results as testing sets to test the predictive ability of the neural network agent model. TC4 titanium alloy was selected as the experimental material. Three kinds of neural network agent models, a genetic algorithm-optimized BP network, a strong classifier design based on BP_Adaboost, and an extreme learning machine, instead of finite element simulation experiments, were used to predict the residual stresses generated on the surfaces of the material under different laser shock parameters. Comparing the prediction performances of different neural network agent models, the genetic algorithm-optimized BP network shows the best prediction performance, and its prediction value matches well with the experimental value. The $R^2$, RMSE, and MAE of the testing sets of the BP network optimized using the genetic algorithm were 0.9985, 44.4518, and 30.6285, respectively. The BP network agent model optimized using the genetic algorithm for laser shock parameters other than the 208 sets of data also had good prediction performance, and the predicted values were similar to the actual experimental results. The prediction results show that the BP network optimized using the genetic algorithm can predict the residual stresses on the surface of TC4 titanium alloy material under strengthening via laser shock processing; the genetic algorithm-optimized BP neural network agent model is more convenient and quicker compared to the finite element simulation, and the predicted value is also similar to the actual value. It can thus be used to replace finite element simulation by establishing a more convenient and quicker neural network agent model.
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1. Introduction

With the rapid development seen in the aviation industry, fatigue fracture problems are commonplace in aero-engine blades and disks. How to improve the fatigue resistance of materials while keeping the basic properties of materials unchanged, so as to improve the reliability of aero-engines and prolong their life, has become a growing concern in aerospace academics [1]. In recent years, surface peening technology has gained a lot of attention internationally, resulting in a series of industrial programs for surface peening, such as shot peening [2], the surface rolling method, and many other strengthening processes [3]. Among them, laser shock processing utilizes the high energy and power of a laser beam to instantaneously subject the surface of the material to extremely high temperature and pressure, resulting in intense plastic deformation and grain refinement effects [4]. When used in engineering processing, this basically does not produce any thermal effects on the material, and can greatly improve the fatigue resistance of the material and the service life of the workpiece. Nowadays, the laser shock processing process is increasingly becoming a research hot spot [5]. The laser shock processing of materials changes the residual stress on the surface of the material, improving the life and reliability of the workpiece, and it has a wide range of applications in surface-strengthening processes.

The detection of residual stresses on the surface of a material after laser shock processing is cumbersome, and requires a lot of time and high economic costs. It is common to use finite element software to simulate the laser shock processing process and to obtain the residual stresses on the surface and inside a material after laser shock processing. The comparison of the simulation calculation results with the actual processing results proves that finite element simulation software can be used to replace laser shock processing, thus reducing the time and costs required for experiments.

With the rapid developments seen in science and technology, Artificial Intelligence (AI) has entered a new stage of development. Combining AI methods and techniques with the modeling, simulation, and optimization of the production process can produce new and better solutions, freeing people not only from physical labor but also from intellectual labor [6–8]. This opens up the basis for adopting neural networks as an alternative to finite element simulation.

Neural network agent models can be built on the basis of the in-depth learning of existing data to make fast and accurate predictions of data under unknown parameters [9,10]. In this paper, firstly, the orthogonal experimental design method is used to select the parameters for laser shock processing experiments. The laser pulse energy, optical class radius and overlap rate are used as inputs, and residual stress is used as the output to perform finite element simulation calculations on laser shock processing under different parameters, and a total of 208 sets of data on the residual stress on the surface of the strengthened material are recorded. In total, 80% of the experimental data from the 208 datasets are randomly selected as the training set, and the remaining 20% of the experimental data are used as the testing set. A genetic algorithm (GA)-optimized back propagation (BP) network, a strong classifier design based on BP_Adaboost (BP_Adaboost), and extreme learning machines (ELM) are used to construct agent models. The results of the residual stresses generated under different laser shock processing parameters are predicted, and the predicted results are compared with the test set to analyze the prediction performance of the neural network models established under different network structures. The work in this paper provides new solutions for predicting the residual stresses generated in materials after laser shock processing.

2. Establishment of Simulation Model

2.1. Model Parameters

The finite element simulation software was used to establish the TC4 titanium alloy plate model. The chemical composition of TC4 titanium alloy is shown in Table 1 below [11], and the basic mechanical properties of the TC4 titanium alloy are shown in Table 2 below [11]. The Johnson-Cook intrinsic model takes into account the effects of large strains
and high strain rates on the material’s behavior, and is applied in explicit/implicit finite element models [12]. The parameters of the Johnson-Cook intrinsic model for the TC4 titanium alloy are shown in Table 3 below [11]. In the table, A is the yield strength of the material; B is the work-hardening modulus; n is the hardening coefficient; C reflects the strain-hardening effect of the material; ε is the plastic strain; T₀ is the room temperature; Tₘ is the melting point of the material; and m reflects the temperature softening effect of the material.

Table 1. Normal chemical composition of TC4 titanium alloy.

<table>
<thead>
<tr>
<th>Alloy Elements</th>
<th>Al</th>
<th>V</th>
<th>O</th>
<th>C</th>
<th>N</th>
<th>Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content (%)</td>
<td>5.5–6.8</td>
<td>3.5–4.5</td>
<td>0.20</td>
<td>0.10</td>
<td>0.05</td>
<td>Residuals</td>
</tr>
</tbody>
</table>

Table 2. Basic mechanical properties of TC4 titanium alloy.

<table>
<thead>
<tr>
<th>Density (g/cm³)</th>
<th>Poisson’s Ratio μ</th>
<th>Modulus of Elasticity (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.44</td>
<td>0.334</td>
<td>109</td>
</tr>
</tbody>
</table>

Table 3. Parameters of Johnson-Cook ontological model for TC4 titanium alloy.

<table>
<thead>
<tr>
<th>A (MPa)</th>
<th>B (MPa)</th>
<th>C</th>
<th>n</th>
<th>ε</th>
<th>T₀</th>
<th>Tₘ</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>1098</td>
<td>1092</td>
<td>1.1</td>
<td>0.93</td>
<td>1</td>
<td>298</td>
<td>1680</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Simulation of Laser Shock Processing

We first established a size model for a 20 mm × 20 mm × 4 mm TC4 titanium alloy plate. After the establishment of a model that endows the plate with the basic mechanical properties of the TC4 material and the Johnson-Cook model parameters, we fixed the specimen’s ends, loaded them with a laser shock load and set the static rebound so as to then carry out the finite element simulation calculations of laser shock processing. The four points of laser shock were set near to the center of the plate, as shown in Figure 1. The sequence of shocks is shown in Figure 2. The boundary conditions and shock loads are shown in Figure 3. The spatial distribution model of the shock wave is shown in Figure 4a. The temporal distribution model of the shock wave is shown in Figure 4b.

![Figure 1. Schematic diagram of laser shock points.](image)

![Figure 2. Laser shock sequence.](image)
The principle of laser shock processing is shown in Figure 5 [13]; it takes an estimated 30 min to advance from the beginning of simulation modeling to static rebound. In this paper, the laser pulse energy, spot radius and lap rate were chosen as the parameters for the laser impact experiment. The laser pulse energy was increased from 2 J to 8 J at 0.5 J intervals, the spot radius was increased from 1 mm to 2.5 mm at 0.5 mm intervals, and the overlap rate was sequentially increased from 0% to 20%, 50%, and 70%. The orthogonal experimental method was used to select the parameters of the laser shock experiment: 13 types of laser pulse energy × 4 types of optical class radii × 4 types of overlap rates were employed. A total of 208 sets of data were recorded to reflect the residual stresses generated by the parameters of the laser shock experiment under the different orthogonal experimental designs, as shown in Figure 6. Some of the experimental data are shown in Table 4.
2.2.1. Genetic Algorithm Used to Optimize BP Networks

A BP (back propagation) neural network is a multilayer feed-forward neural network, and the main feature of this network is the forward transmission of signals and backward propagation of errors. In forward transmission, the input signal is processed from the input layer through the implicit layer in a layer-by-layer manner until the output layer. The state of neurons in each layer only affects the state of neurons in the next layer [14]. The topology of BP neural network used in this paper is three, the number of nodes in the single hidden layer is two and the number of nodes in the output layer is one.

### Table 4. Selected sample data.

<table>
<thead>
<tr>
<th>Sample Number</th>
<th>Laser Energy (J)</th>
<th>Optical Shift Radius (mm)</th>
<th>Overlap Rate (%)</th>
<th>Residual Stress (Mpa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>2.00 x 10^2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>20</td>
<td>2.85 x 10^2</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td>50</td>
<td>3.88 x 10^2</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>1</td>
<td>70</td>
<td>4.85 x 10^2</td>
</tr>
<tr>
<td>5</td>
<td>2.5</td>
<td>1</td>
<td>0</td>
<td>2.52 x 10^2</td>
</tr>
<tr>
<td>6</td>
<td>2.5</td>
<td>1</td>
<td>20</td>
<td>2.65 x 10^2</td>
</tr>
<tr>
<td>207</td>
<td>8</td>
<td>2.5</td>
<td>50</td>
<td>4.06 x 10^2</td>
</tr>
<tr>
<td>208</td>
<td>8</td>
<td>2.5</td>
<td>70</td>
<td>4.98 x 10^2</td>
</tr>
</tbody>
</table>

2.2. Modeling Neural Network Agents

Figure 5. Principle of laser shock peening.

Figure 6. Experimental samples.

![Principle of laser shock peening](image)

![Experimental samples](image)
The GA (genetic algorithm) is a parallel stochastic search optimization method that was proposed by Professor Holland of the University of Michigan in 1962, which simulates the genetic mechanism seen in nature in the form of biological evolution. It introduces the biological evolution principle of “survival of the fittest” into the coded tandem population formed by the optimized parameters, and selects individuals according to the chosen fitness function and through selection, crossover and variations in genetics, such that individuals with good fitness values are retained and those with poor fitness are eliminated. The new population thus inherits the information of the previous generation and is better than the previous generation, and this cycle is repeated until the conditions are met [14]. The flow chart of the genetic algorithm used to optimize the BP network is shown in Figure 8 below. In this paper, a number of iterations of 300, a population size of 20, a crossover probability of 0.2, and a variance probability of 0.2 are selected as the basic parameters of the genetic algorithm.

2.2.2. Strong Classifier Design Based on BP_Adaboost

The core idea of the Adaboost algorithm is to combine the outputs of multiple “weak” classifiers and thus produce more efficient classifications based on them. The BP neural network is considered a weak classifier, and after training, the training samples are classified into training samples, and the weight values of the training samples are adjusted according to the results of the training sample classification; finally, a series of weak classifiers and their corresponding weight values are derived. In this experiment, 10 groups of weak classifiers are selected to form a strong classifier for merging, based on which better prediction results are obtained [14]. The flow of the strong classifier design algorithm based on BP_Adaboost is shown in Figure 9 below. In this paper, 10 is chosen as the number of cycles.
2.2.3. Extreme Learning Machine Optimization Method

The ELM (extreme learning machine) algorithm can randomly generate the connection weights between the input layer and the hidden layer and the threshold values of the neurons in the hidden layer. The experiments only need to set the number of neurons in the hidden layer to come up with a unique optimal solution. Compared with traditional training methods, the extreme learning machine optimization method has the advantages of fast learning speed and good generalization performance [14]. The flow chart of the extreme learning machine algorithm is shown in Figure 10 below. The number of nodes in the input layer of the extreme learning machine used in this paper is three, the number of nodes in the single hidden layer is two, and the number of nodes in the output layer is one.

![Figure 8. Genetic algorithm used to optimize BP networks.](image1)

![Figure 9. BP_Adaboost-based strong classifier algorithm flow.](image2)
2.3. Model Comparison

Typically, the dataset is divided into the training set and test set, which account for 70%–80% and 20%–30% of the data, respectively. In this paper, there are 208 sets of experimental data used for laser shock processing intensification simulation; 80% are selected as the training sets and the remaining 20% are used as the testing sets. That is, there are 166 sets of data in the training set and 42 sets of data in the testing set.

The first 166 sets of the 208 sets of data were used as the training sets, and the other 42 sets were used as the testing set. The genetic algorithm was used to optimize the BP network—a strong classifier design based on BP_Adaboost and extreme learning machine modeling neural network agents. The performance of the established neural network agent model has been evaluated based on the coefficient of determination ($R^2$), root mean square error (RMSE), and mean absolute error (MAE) of the testing sets.

The formulas for $R^2$, RMSE, and MAE are shown below, where $y$ is the expected value (true value) and $\hat{y}$ is the predicted value [15].

$$R^2 = 1 - \frac{\sum_{i=1}^{N} (\hat{y}_i - y)^2}{\sum_{i=1}^{N} (y_i - \bar{y})^2} \quad (1)$$

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2} \quad (2)$$

$$MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i| \quad (3)$$

The prediction results of the three neural network agent models are shown in Figure 11 below; from left to right, they show the genetic algorithm-optimized BP network, a strong classifier design based on BP_Adaboost, and the extreme learning machine.
Figure 11. Sequential selection of prediction results: (a) Prediction results of optimized BP network with genetic algorithm; (b) Prediction results of a strong classifier design based on BP_Adaboost; (c) Prediction results of extreme learning machine.

As can be seen in Figure 11, the difference between the predicted and simulated results is very large, and the fit does not converge, indicating that this method of selecting the training and prediction sets is not suitable for predicting the results of laser impact machining. Therefore, this paper uses the random sampling method to select the training set and the prediction set of the three neural networks. In total, 208 groups of experimental data are randomly disordered through the randperm function in matlab; the first 166 (80%) groups of data are extracted as the training sets on the basis of the disordered order, and the remaining 42 (20%) groups of data are used as the testing sets. As the order of the data is redisturbed in each run, the selected training sets and testing sets will be different. As such, all three neural networks are fitted five times, and the R2, RMSE and MAE results with the five best fitting results are selected for comparison. The prediction results of the three neural networks using the random sampling method to select the training and test sets are shown in Figure 12 below. From left to right, they show the optimized BP network using the genetic algorithm, a strong classifier design based on BP_Adaboost, and the extreme learning machine.

Figure 12. Random sample prediction results: (a) Prediction results of optimized BP network with genetic algorithm; (b) Prediction results of a strong classifier design based on BP_Adaboost; (c) Prediction results of extreme learning machine.

From the comparison of the prediction results with the simulation results in Figure 13, it can be seen that the fitting effect of the neural network agent model using the random sampling method is better than that of directly selecting the training sets and the testing sets in a sequential manner. The strengths of the predictive abilities of the three neural...
network agent models are difficult to discern from the graphs, so the predictive abilities of the three neural networks are further compared by examining the performance metrics of the testing sets. The performance indexes of the testing sets are an important basis for determining the optimal neural network model, in which the coefficient of determination, R², represents the fitting ability of the agent model, and the value of R² is usually in the range of 0–1; the closer R² is to 1, the better the fitting effect. The mean square error (RMSE) and mean absolute error (MAE) represent the error between the predicted and simulated values; the smaller the RMSE and MAE, the better the fit. This experiment was conducted to determine the optimal neural network agent model by comparing the data on R², RMSE, and MAE of the respective testing sets of the three neural networks. The data of R², RMSE, and MAE for the three neural networks are shown in Figure 13 below; from left to right, they show the genetic algorithm-optimized BP network, a strong classifier design based on BP_Adaboost, and the extreme learning machine.

Figure 13. Comparison of performance indicators: (a) Prediction results of optimized BP network with genetic algorithm; (b) Prediction results of a strong classifier design based on BP_Adaboost; (c) Prediction results of extreme learning machine.

The R², RMSE and MAE of the training sets of the BP network optimized using the random sampling genetic algorithm are 0.9998, 61.0249 and 31.3729 respectively. The R², RMSE and MAE values of the testing sets are 0.9985, 44.4518 and 30.6285, respectively.

The R², RMSE, and MAE of the training sets using the random sampling BP_Adaboost-based strong classifier design are 0.9982, 93.8540 and 73.7437. The R², RMSE and MAE of the testing sets are 0.9933, 91.8119 and 72.5284, respectively.

The R², RMSE and MAE for the training sets using the random sampling extreme learning machine are 0.9996, 89.6642 and 72.1043. The R², RMSE and MAE for the testing sets are 0.9988, 80.2142 and 68.8108, respectively.

In order to further test the prediction ability of the established neural network agent model, we selected laser shock parameters that are not in the sample as those to be predicted, and the prediction results have been compared with the results of simulation experiments. The first set of laser shock parameters selected were a laser energy of 3.1 J, a radius of 1.2 mm, a lap ratio of 35%, and a simulated residual stress of 299 Mpa. The second set of laser shock parameters selected were a laser energy of 5.7 J, a radius of 1.6 mm, a lap ratio of 41%, and the simulated residual stress was 369 Mpa. The third set of laser shock parameters selected were a laser energy of 7.3 J, a radius of 2.3 mm, a lap rate of 12%, and a simulated residual stress of 251 Mpa. The errors of the predicted and simulated values of the three neural networks are shown in Table 5 below, and the comparison of the errors of the predicted and simulated values of the three neural networks are shown in Figure 14 below. From left to right, these show the BP network optimized using the genetic algorithm, a design of strong classifiers based on BP_Adaboost, and the extreme learning machine.
Table 5. Comparison of fitting results.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Neural Network Types</th>
<th>GA</th>
<th>BP_Adaboost</th>
<th>ELM</th>
</tr>
</thead>
<tbody>
<tr>
<td>First set of errors (MPa)</td>
<td>GA</td>
<td>56</td>
<td>77</td>
<td>66</td>
</tr>
<tr>
<td>Second set of errors (MPa)</td>
<td>BP_Adaboost</td>
<td>11</td>
<td>50</td>
<td>55</td>
</tr>
<tr>
<td>Third set of errors (MPa)</td>
<td>ELM</td>
<td>16</td>
<td>51</td>
<td>28</td>
</tr>
</tbody>
</table>

Figure 14. Error comparison: (a) Prediction results of optimized BP network with genetic algorithm; (b) Prediction results of a strong classifier design based on BP_Adaboost; (c) Prediction results of extreme learning machine.

From Figure 14, it can be seen that the genetic algorithm-optimized BP network achieves the smallest error between the prediction results and the simulation results.

In conclusion, for the genetic algorithm-optimized BP network testing sets, the value of $R^2$ is closest to 1, and the RMSE and MAE values are also the lowest, so the genetic algorithm-optimized BP network is the best neural network agent model of the three neural network models used to predict the results.

In order to further test the prediction ability of the neural network agent model, the prediction results of the neural network agent models are compared with the actual experimental results.

The existing experimental results show that the application of laser shock to the TC4 titanium alloy plate with a laser energy of 3 J, a spot radius of 1.5 mm and a lap rate of 10% led to the surface being subjected to a residual stress of 223 MPa; the genetic algorithm-optimization BP neural network achieved a prediction result of 227 MPa [16].

The residual stress generated on the surface of the TC4 titanium alloy by laser shocking at a laser energy of 7 J, a spot radius of 1.5 mm, and a lap rate of 50% reached a value of 634 MPa, and the prediction result of the BP neural network optimized by the genetic algorithm was 614 MPa [16].

The residual stress generated on the surface of the TC4 titanium alloy by laser shocking at a laser energy of 2.7 J, a spot radius of 0.6 mm, and lap rate of 50% reached a value of 573 MPa, and the prediction result of the BP neural network optimized by the genetic algorithm was 535 MPa [17].

The residual stress generated on the surface of the TC4 titanium alloy by laser shocking at a laser energy of 6 J, a spot radius of 1.5 mm, and a lap rate of 40% reached a value of 327 MPa, and the prediction result of the BP neural network optimized by the genetic algorithm was 377 MPa [18].

From Table 6, it can be seen that the prediction results of the genetic algorithm-optimized BP network are similar to the actual value, and the prediction results were obtained in 150 s; these results are superior to those of finite element simulation, which required around 30 mins from the beginning of simulation modeling to the static rebound. The establishment of the neural network agent model thus significantly reduces the time cost.
Table 6. Comparison of predicted results with actual values.

<table>
<thead>
<tr>
<th>Energies (J)</th>
<th>Radius (mm)</th>
<th>Overlap Ratio (%)</th>
<th>Actual Result (MPa)</th>
<th>Projected Results (MPa)</th>
<th>Error Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1.5</td>
<td>10</td>
<td>223</td>
<td>227</td>
<td>1.7</td>
</tr>
<tr>
<td>7</td>
<td>1.5</td>
<td>50</td>
<td>634</td>
<td>614</td>
<td>3.2</td>
</tr>
<tr>
<td>2.7</td>
<td>0.6</td>
<td>50</td>
<td>573</td>
<td>535</td>
<td>6.6</td>
</tr>
<tr>
<td>6</td>
<td>1.5</td>
<td>40</td>
<td>327</td>
<td>377</td>
<td>15.2</td>
</tr>
</tbody>
</table>

At the same time, this paper also provides a method for predicting the residual stress produced on the surfaces of different materials by laser shocking. As long as a part of the data is known, we can use the learning ability of the neural network agent model to learn the existing data and thus realize the prediction of the unknown data. In the prediction of the residual stress generated by laser shocking on the surface of a plate with different parameters, we only need to change the inputs in the code and then click “run” to run. In contrast to finite element simulation, we do not need to modify the impact code or spend a lot of time on dynamic simulation and static rebound. In cases with a large number of shock points, the simulation time will be further extended; when this fact is coupled with the complexity of the material plate model, it becomes less necessary to spend a lot of time modeling, and if there are more unknown data, the advantages of the neural network agent model in terms of reducing the time required will be improved. At the same time, the neural network agent model can also be optimized in various ways to further improve the prediction ability and reduce the error between the predicted value and the actual value, such as by adjusting the basic parameters, increasing the number of hidden layers, increasing the number of hidden layer nodes, and other optimization methods. Compared with finite element simulation, the neural network agent model shows the possibility of further development.

3. Conclusions

In this experiment, TC4 titanium alloy was chosen as the research object, and the laser shock peening parameters were selected based on orthogonal experimental design. A large amount of simulation experimental data was obtained through simulation experiments. Three neural network agent models were established, namely, the BP network optimized by a genetic algorithm, a strong classifier based on BP_Adaboost, and the extreme learning machine, and the simulation experimental data with different combinations of laser shock parameters were randomly selected as the training sets and testing sets and inputted into the neural network agent model for learning and prediction. The simulation experimental data with different combinations of laser shock parameters were randomly extracted from the training sets and testing sets and fed into the neural network agent model for learning and prediction, and the prediction performance of the neural network model established under the three different network structures was compared. The main results of the study are as follows:

1. In the simulation experiment undertaken to simulate the TC4 titanium alloy laser shock experiment, the surface residual stress reached under a laser energy of 2 J, a radius of 2.5 mm, and a lap rate of 0% a minimum value of 1.71 MPa. The surface residual stress under a laser energy of 8 J, radius of 1 mm, and lap rate of 70% reached a maximum value of $7.67 \times 10^2$ MPa;
2. The residual stresses on the surfaces of laser-impacted TC4 titanium alloy plates increased with the increase in laser energy, decreased with the increase in spot radius, and increased with the increase in overlap rate, while all other laser parameters remained constant;
3. The agent model built by optimizing a BP network with the genetic algorithm achieved the best performance in predicting the residual stresses of laser-shocked TC4 plates with the performance metrics of $R^2$, RMSE, and MAE of 0.9985, 44.4518, and 30.6285, respectively, in the testing sets;
4. In cases with limited experimental data provided through the establishment of a neural network agent model, the limited data were used learned and used to predict the unknown data. Compared with the limited element simulation neural network agent model, this model was more convenient and faster, and the prediction results were similar to those of the actual results. In cases with limited data, the establishment of a genetic algorithm-optimized BP network as a proxy model to predict the residual stress on the surface of TC4 titanium alloy strengthened by laser shocking is effective.
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