On the Representativeness of Proton Radiation Resistance Tests on Optical Coatings for Interplanetary Missions
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Abstract: Optical instrumentation used in space normally employs optical coatings. Future interplanetary space missions will be characterized by ever longer stays in environmental conditions where low energy protons represent one of the main types of radiation impacting the coating longevity and performance. To ensure the reliability of coated optics, environmental resistance tests should be accurately planned to be representative for a mission. To this end, the existing standards for coating tests and the test results interpretation have been constantly improved. In this study, we analyze the relevant standards of the European Space Agency (ESA) and of the Chinese Space Agency (CSA) for testing coated optics for interplanetary missions, and in particular for the missions at the Lagrange points. We focus in particular on the applicability of these standards and hence on their possible refinement when specifically implemented to the optical thin films and coatings. We proceed with the development of a methodology for reliable interpretation of the proton irradiation tests for the optical coatings for interplanetary missions, first briefly overviewsing the existing tools which allow for space environment simulation and hence deriving the test conditions for the Lagrange points. Furthermore, we apply the approach to testing of aluminum oxide optical coatings for applications in the visible spectral range, concluding on the representativeness of the proposed approach and on possible refinement of the existing standards for coating tests when they are specifically developed for optical applications.
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1. Introduction

Space exploration is of fundamental economic and social importance. CubeSat [1,2] and SmallSat missions [3] paved the way to lower the costs of scientific space programs and to the commercial exploitation of space, with a perspective of ever-deeper space missions. Nowadays, the two world major alliances for the peaceful exploration of space, which are the Artemis Accords [4] led by the USA and the ILRS [5] led by China, are working on a series of lunar and deep space missions. The countries invest in exploration of the solar system aiming for the colonization of nearby space and exploitation of the resources other planets and asteroids may make available.

Every space mission requires a dedicated study for modeling the conditions for the environment a spacecraft will work in or fly through. Challenging conditions for coated surfaces in interplanetary environment are represented mainly by corpuscular radiation, by intense electromagnetic radiation (cosmic and gamma rays), and by cryogenic temperatures.
For a given scenario of equipment exploitation, the laboratory testing on the materials behaviour is meaningful when radiation fluence conditions are reproduced. Consequently, the estimation of the energetic particle background in the regions of the spacecraft mission is the starting task for the device designers, as adequate knowledge of the radiation environment allows ensuring of equipment functionality.

Among the corpuscular components, there are charged particles like protons, electrons and a wide variety of ions, with different degrees of ionisation and energies ranging from fractions of keVs up to EeVs [6]. Most protons originate from the Sun, and solar wind simulations are needed (e.g., [7]) to take into account the radiation level for the period chosen for a mission. Soon after launch, a spacecraft is exposed to the low-energy proton belts (30 keV) formed near Earth [8]. Such charged particles pass through materials, slowing down as they lose energy along the way. When their energy is insufficient to pass through, the incoming particles come into rest and deposit all the remaining energy. Higher energy particles travel through the spacecraft shielding and reach even the innermost region, where they can harm optical and opto-electronic devices [9].

Coatings are widely used in spacecrafts both for shielding and for the on-board instrumentation. Thin films and optical coatings are mostly affected by low energy particles which deposit their energies along the coating thickness and rest inside the coating. The energy range of charged particles is very vast, so low energy particles are present both outside and inside the spacecraft. Although the fluences of low energy particles may be different for different positions of a coating outside or inside the spacecraft, these low energy particles are present everywhere during the mission and the coating may suffer from their impact.

As an example of an ESA large-class mission with optical devices which may be affected by so-called soft protons or low-energy protons (those with energies in the range from tens to hundreds of keV) is the Advanced Telescope for High Energy Astrophysics (ATHENA), planned for launch in 2030. It consists of a large X-ray telescope and two focal plane instruments with complementary capabilities: the Wide Field Imager and the X-ray Integral Field Unit (X-IFU). Low-energy protons are those which mostly impact the X-ray mirrors and, funneling toward the focal plane, they also impact the detectors. Both phenomena may induce operational problems at increased soft proton background fluxes, like what happened in earlier missions.

Since the earliest comprehensive systematic monographs on space environment modeling (e.g., [10]), numerous groups of scientists and engineers have been involved in the development of models and improvement of existing tools. Nowadays, leading space agencies and research institutions in the field may profit from a variety of theoretical and numerical methods. For example, the NASA website provides a list of software, models, and tools available on space environment simulation [11], including links for downloads and references. The task is complex, and even artificial intelligence for modeling of the space environment has been attempted [12]. Recently, an overview of available models for proton radiation simulations in interplanetary space was published, and the proton energy spectra obtained by different models were compared [13]. However, the aforementioned systematic studies report data for particles with energies higher than 100 keV, while thin films and optical coatings with their nanometric-range thicknesses are mostly affected by particles with much lower energies.

Therefore, this study begins with estimation of the radiation background in the Lagrange points, which are among the most representative positions in interplanetary space for astrophysics and astronomy missions. We analyse how the existing models can extrapolate the low energy particle background using recent experimental data. We also analyse the relevant European and Chinese standards and propose steps for better representativeness in these tests. The existing standards for space environmental tests on coatings have been developed for generic uses like shielding resistance to particle radiation [14,15], and the specifics of the optical coatings has been insufficient. In Section 4, we formulate a rigorous approach for radiation testing of optical coatings based on the application of the existing
standards, which were critically analysed in Section 3 for the space environment modelled in Section 2. Finally, Section 5 provides an example of a single-layer material study applying the developed methodology.

2. Space Environment Modeling in L1 and L2 Points

In 1772, Joseph Louis de Lagrange demonstrated that a gravitationally bound binary system, such as the Sun-Earth system, has five specific stationary points where the gravitational forces and the centripetal force are in perfect balance. These points are known as Lagrange Points. At these locations, a small object can theoretically remain in a stable position relative to the two larger bodies [16]. Of the five Lagrange points, three are unstable (L1, L2, and L3) and lie along the line connecting the two massive objects. The remaining two points, L4 and L5, are stable and form the vertices of equilateral triangles with the two large bodies at the other vertices.

Many satellites have been positioned at the Lagrange points, particularly L1 and L2. Satellites located at the L1 point of the Earth-Sun system have an uninterrupted view of the Sun, making it an ideal location for monitoring solar wind. The solar wind reaches this point about one hour before reaching Earth, allowing for advanced in situ measurements. Satellites at L1 provide valuable data on solar wind plasma, including speed, temperature, direction, electron and ion distributions, protons and alpha-particles, as well as the electromagnetic field, to study energetic particles accelerated in situ and/or near the Sun [17]. In 1995, the Solar and Heliospheric Observatory Satellite (SOHO) was placed at L1, approximately 1.5 million kilometers from Earth. Several other space missions, such as WIND, the Solar and Heliospheric Observatory, the Advanced Composition Explorer (ACE), and Earth observatories like the Deep Space Climate Observatory, are also located near Lagrange point L1 [12].

The L2 point of the Earth-Sun system has hosted several spacecraft, including the Wilkinson Microwave Anisotropy Probe (WMAP), Planck, Herschel, and the James Webb Space Telescope (JWST). The L2 point is particularly advantageous for astronomy because a spacecraft positioned there can maintain reliable communication with Earth, keep the Sun behind Earth and the Moon to generate energy via solar panels, and—with appropriate shielding—provide telescopes with clear view of deep space. However, it is important to note that the L1 and L2 points are unstable on a timescale of approximately 23 days, necessitating regular orbital corrections for satellites stationed in these positions.

Interplanetary environments are characterized by several ionizing radiation components with different origins, such as galactic cosmic rays (GCRs) and solar energetic particles (SEPs). GCRs and SEPs are influenced by the interplanetary magnetic field, evolving over timescales ranging from a few hours to several years, primarily driven by short- and long-term processes related to solar activity. These processes include solar rotational periodicities, quasi-biennial oscillations, and the Schwabe cycle. The more in-detail Schwabe cycle is an approximately 11-year periodic change in the Sun’s activity, measured by variations in the number of observed sunspots on the Sun’s surface. Throughout a solar cycle (SC), levels of solar radiation and material ejection, the number and size of sunspots, solar flares, and coronal loops all fluctuate in a synchronized pattern from a period of minimum activity to maximum activity and back to minimum activity. Solar cycle 24, the most recently completed SC, is the 24th cycle since 1755, when extensive recording of solar sunspot activity began.

While GCRs provide a continuous high-energy proton flux, SEP events are short-lived hazards that can vary in both total flux and energy spectral characteristics from one event to another. Investigating radiation components and the high-energy particle background is of primary importance for any space mission profile. To this end, particularly for interplanetary environments, the European Space Agency (ESA) developed a web-based space environment tool called SPENVIS [18]. This tool allows users to generate a spacecraft trajectory or a coordinate grid and then calculate the following:
- Geomagnetic coordinates
- Electron fluxes and solar proton fluences
- Radiation doses (ionizing and non-ionizing) for simple geometries
- Sectoring analysis for dose calculations in more complex geometries
- Damage equivalent fluences for Si, GaAs, and multi-junction solar cells
- Geant4 Monte Carlo analysis for doses and pulse height rates in planar and spherical shields
- Ion Linear Energy Transfer (LET) and flux spectra and single event upset rates

In this study, we are particularly interested in the simulation of solar proton fluxes. Due to the lack of models for solar wind, it is necessary to use data from solar observatories, which are sparse. Solar wind flow data is provided by the Advanced Composition Explorer (ACE), Global Geospace Science’s Wind (WIND), Solar and Heliospheric Observatory (SOHO), and Deep Space Climate Observatory (DSCOVR). Over the last few decades, several models have been proposed to predict the occurrence of high-energy SEP events during satellite operations based on various observed datasets.

SPENVIS is particularly useful for providing solar particle fluences expected for the total mission duration and solar particle peak fluences expected for individual events. SPENVIS operates the following models for solar protons fluences:

- the King model [19];
- the Jet Propulsion Laboratory (JPL-91) model [20];
- the Rosenqvist et al. (2005, 2007) model [21,22];
- the Emission of Solar Protons (ESP) total fluence and worst case event models [23,24];
- the Solar Accumulated and Peak Proton and Heavy Ion Radiation Environment (SAP-PHIRE) total fluence and worst case models [25];

To be considered using SPENVIS, the entire prediction period for a mission should fall within the solar maximum phases of a solar cycle. The 7-year period of maximum solar activity is split as 2.5 years before and 4.5 years after the solar peak. Conservative estimate practice dictates use of fluences for one year for missions of shorter durations, if foreseen in the solar maximum phase. The confidence level represents the probability (in percentage) that the predicted proton fluences will not be exceeded. The confidence level ranges from 50% up to an upper limit, which depends on the selected model. When the planet has a magnetic field, the field shields solar particles. Simulation of the environment outside the magnetosphere of such planets is possible by disabling the software parameter for the shielding effect.

The **King solar proton** model was developed using data collected solely during the period 1966–1972, which were the active years of solar cycle 20. However, the Sun’s activity during that cycle differed from that observed in cycle 19. Specifically, the largest annual mean sunspot number of cycle 19 was significantly greater than that of cycle 20. Moreover, the events during cycle 19 were much more frequent and intense than in the subsequent cycle. Assuming a linear relationship between sunspot number and annual integrated solar proton fluence, King decided to exclusively use the measurements acquired in cycle 20 as representative of cycle 21, while disregarding the data set of solar cycle 19.

The data set considered by the King model was mainly collected from measurements for the proton with energies in the range 10–100 MeV. The data were acquired by instruments on Interplanetary Monitoring Platform (IMP) 4, 5, and 6, which were all positioned in geocentric, highly elliptical orbits. In the King model, 25 individual events were used, including the outstanding event of August 1972, which accounted for nearly 70% of the total fluence of protons with energies over 10 MeV, as evaluated for the entire solar cycle. Since this great event contributed so significantly to the entire solar cycle fluence, King chose to distinguish it from the remaining 24 events and classified it as an anomalously large (AL) event.

The King model calculates the mean fluence for AL events, ordinary events (OR), and a worst-case spectrum. The last corresponds to the maximum intensity expected in the interplanetary environment near Earth (with a 90% confidence level) as the result of an OR. When the King model is used in SPENVIS, the number of AL and OR events can be
specified directly, rather than being derived from Burrell statistics. SPENVIS also calculates the confidence level result for the probability that the indicated number of events will not be exceeded. Using Burrell’s extension of Poisson statistics, the number of events occurring during the mission can be calculated, determining the minimum number of events required to be counted in. The total event fluence is therefore the product of the number of predicted events and the AL or OR spectra.

It is worth noting some questionable assumptions of the King model. Primarily, the omission of data from solar cycle 19 was not justified, because of the casual character of cycles in general, which was confirmed in particular by the history of cycle 21. Furthermore, the net split-up of solar events into AL and OR classes appears somewhat artificial, especially when considering the major events of cycles 19 and 21. Additionally, the fact that during cycle 20 the number of recorded events was relatively low supports the limited statistical validity of the model. To address these drawbacks, Feynman and colleagues developed the JPL model [26]. Firstly, the differentiation between anomalously large (AL) and ordinary events was abolished, and the dataset was extended. For the first version of the JPL model (JPL-85), Feynman et al. used observations made by several spacecraft from 1963 to 1985. This period is three times longer than that used in the King model and includes three solar cycles. Later, the JPL-85 was replaced by its newer version, JPL-91 [20] which comprises fluxes of protons with energies exceeding thresholds of 1, 4, 10, 30, and 60 MeV recorded nearly continuously; the daily average for those days during which the corresponding total fluence threshold was exceeded. Defined as the total fluence, the thresholds are 10, 5, 1, 1, and 1 cm\(^{-2}\) s\(^{-1}\) sr\(^{-1}\) for the aforementioned five energy thresholds. For both JPL models, quiet periods were assumed to have no significant proton fluences; therefore, the data were collected exclusively over the seven active years of cycles. Based on the measurements of solar proton fluences acquired at the IMP-8, GOES-7, and GOES-8 spacecraft for all events from January 1974 to May 2002, the fluence values were updated in the energy ranges >10 MeV [21] and >30 MeV [22].

These updated values are used by the model Rosenqvist et al. [21] implemented in SPENVIS, which combines them with the JPL-91 parameter values for three other energy ranges (>1 MeV, >4 MeV and >60 MeV). Depending on the mission duration, Kazama and Goka [27] recommend using higher confidence levels for shorter missions and 50–75% for durations longer than 7 years when using JPL.

The King, Rosenqvist and JPL models are valuable tools for predicting event fluences degradation over long-term missions. However, they unavoidably suffer from limitations due to incompleteness of the data sets laying in their bases. The limitation in the proton energy range is one of the most important. Fluence levels below 10 MeV are crucial to know for accurately predicting degradation of thin film photonic devices and solar cells. On the other hand, higher energy protons, capable of penetrating shielding, are important for assessing total dose degradation and single event effects in onboard electronics. Another limitation is that none of these models include data from all three solar cycles, 20, 21, and 22, despite high-quality space data being available for these cycles. This is significant because each cycle differed from the others. While cycle 22 was highly active with several very large events, cycle 20 had only one yet anomalously large event, and cycle 21 had no such large events at all.

The ESP (Event Solar Proton) model addresses these limitations by incorporating solar proton event data from all three complete recent solar cycles, from cycle 20 through cycle 22. For cycle 20, data were sourced from the IMP-3, -4, -5, -7, and -8 satellites. IMP-8 provided data for cycle 21, while data from the GOES-5, -6, and -7 satellites, which cover higher proton energies, were used for cycle 22. Only events with a certain minimum fluence value were considered. These last values were defined differently for different proton energy ranges [18] and are listed in Table 1 at the link https://www.spenvis.oma.be/help/background/flare/flare.html#ESP (accessed on 15 May 2024).
Table 1. Simulation models available in SPENVIS for the solar proton fluences and peak fluxes.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Model</th>
<th>Data Set</th>
<th>Measurements</th>
<th>Model Energy Range (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>King</td>
<td>Solar cycle 20</td>
<td>IMP 4, 5, 6, 10–100 MeV</td>
<td></td>
<td>0.10–500</td>
</tr>
<tr>
<td>JPL-85</td>
<td>Solar cycles 19–21</td>
<td>Detectors flown on rockets and balloons</td>
<td></td>
<td>0.10–500</td>
</tr>
<tr>
<td>JPL-91</td>
<td>From 1963 up to 1985</td>
<td>Several spacecrafts 1–100 MeV</td>
<td>IMP-8, GOES-7 and GOES-8 1–100 MeV</td>
<td>0.10–500</td>
</tr>
<tr>
<td>Rosenqvist</td>
<td>January 1974 to May 2002</td>
<td>IMP-3, -4, -5, -7, -8, -8 GOES-5, -6, -7</td>
<td></td>
<td>0.10–500</td>
</tr>
<tr>
<td>ESP</td>
<td>Solar cycles 20–22</td>
<td>SEPEM Reference Data Set (RDS) from GOES and SMS 0.1 MeV/nuc up to 1 GeV/nuc</td>
<td></td>
<td>0.10–500</td>
</tr>
<tr>
<td>SAPPHIRE</td>
<td>1973–2013</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Solar protons fluences**

- Peak ordinary flare flux and mean composition
- Peak ordinary flare flux and worst-case composition
- Peak 10% worst-case flare flux and mean composition
- Peak 10% worst-case flare flux and worst-case composition
- Peak 4 August 1972, flare flux and mean composition
- Peak 4 August 1972, flare flux and worst-case composition
- Peak composite worst-case flare flux and mean composition
- Peak composite worst-case flare flux and worst-case composition
- 19–27 October 1989 episode
- Worst week: flux averaged over 180 h beginning at 1300 UT on 19 October 1989
- Worst day: flux averaged over 18 h beginning at 1300 UT on 20 October 1989
- Worst 5 min: peak flux averaged over 5 min observed in October 1989
- GOES for protons
- IMP for heavy ions

**CREME 86**

**CREME 96**

**Xapsos**

**SAPPHIRE**

The Solar Accumulated and Peak Proton and Heavy Ion Radiation Environment (SAPPHIRE) model [20] built using the Solar Energetic Particle Environment Modelling (SEPEM) application server of ESA [28] provides the mission cumulative fluence, the largest Solar Particle Event (SPE) fluence and the SPE peak flux. The SAPPHIRE model exploits the SEPEM Reference Data Set (RDS v2.1), utilizing measurements from the energetic particle sensor (EPS) aboard the GOES series and analogous instruments aboard the earlier Synchronous Meteorological Satellite (SMS) series of NASA.

Concerning the solar particle peak fluxes simulation, the following models are available in SPENVIS:
• the CREME86 models [29];
• the CREME96 models [30];
• the Xapsos et al. (2000) model [24];
• the SAPPHIRE model [25].

For each model available in SPENVIS, simulation capabilities, data sets and spacecraft measurements employed are summarized in Table 1.

3. Relevant Standards: Documents Applied by ESA and CSA

3.1. Relevant European Standards

The European Cooperation for Space Standardization (ECSS) is a teamwork between the European Space Agency, national space agencies and European industry associations, aiming to develop common standards for use by European actors for space business and research. In this context, two documents issued by the ECSS are particularly relevant, both of which are part of the System Engineering branch (ECSS-E-10) of the Engineering area of the ECSS system.

The “ECSS-E-ST-10-04C” standard [31] is envisioned to assist consistent specification of required and recommended methods of space environment engineering. It is aimed at ensuring best performance, problem avoidance or survivability of a product in the space environment. Its relevance in an international context relies in the capability (with its aggregated data, definitions and recommendations) of allowing existing organizational structures and methods to be applied in their specific context of effectiveness, and for the structures and methods to evolve as necessary without the need to re-define the standards. In particular, Section 9 (“Energetic particle radiation”) and Annex B (“Energetic particle radiation”) are referenced in the context of this work. In particular, the tables reported in the above-mentioned Annex represent a primary normative database at the international level for the definition of the energy distribution of space radiation.

The “ECSS-E-ST-10-12C” standard [32] covers methods for the calculation of radiation received and its effects, as well as a policy for design margins. In particular, Sections 3 (“Terms, definitions and abbreviated terms”), 4 (“Principles”), 7 (“Total ionizing dose”), and 8 (“Displacement damage”) are referenced in the context of this report. Its relevance in an international context relies on its focus in representing a viable standard to be applied for the management, engineering, and product assurance in space projects and applications.

3.2. Relevant Chinese Standards

In the complexity of Chinese Standard systems, the formulation of conditions for space environmental tests requires application of multiple sources. First of all, the Chinese national standards GB (Guo Biao) [33] issued by the Standardization Administration of China (SAC), the Chinese National Committee of the International Organization for Standardization (ISO) and International Electrotechnical Commission (IEC), are mandatory to observe for any type of industrial or commercial activity. In specific cases of technical requirements for which no relevant national standards are available, the industrial standards (QB/T, FZ/T….) may be applied. Furthermore, the Corporation standards developed by Chinese corporations specifically operating in the field, such as the Chinese Aerospace Science and Technology Co. or Chinese Academy of Space Technology, provide supplementary rules for more detailed investigations and tests.

While the ISO standards arrange for the main rules for most space system tests like the acoustic, vibration, magnetic, thermal vacuum and thermal check on materials, the GB national standards are focused on the definition of the space environments and the environmental testing standards for spacecraft materials, for example GB Spacecraft environmental terminology or GB Solar electromagnetic radiation.

Among the Chinese standards for industrial use [34] issued by the Chinese state administration of science, technology, and industry for National Defense, the QJ branch collects standards [35] for aerospace applications. Similarly to ESA, ECSS and NASA relevant standards, dedicated QJ standards have been developed for space environmental testing
of spacecrafts, units, components and materials. They include more specified indications for the space environmental tests, in particular for the electron, proton, and ultraviolet radiations, the atomic oxygen and space debris impact, the outgassing and temperature effects. Both the single event effects and the total ionizing dosage are considered by these standards, and the monitored parameters of the environmental effects include the structural displacement damage, the atomic oxygen erosion, the contamination impact, etc.

For testing of thin film materials and multilayer coatings, we have determined the following QJ standards to be relevant. Their relevance in the international contest relies on their focus on specification of purposes and principles, general requirements, test conditions, samples, test procedures, test interruption or abnormality handling, data handling and test documents, with respect to the following radiation sources:

- QJ 20627-2016; Electron irradiation test method for space materials.
- QJ 20943-2018; Proton irradiation test method for space materials.
- QJ 20628-2016; Test method of combined radiation effects for space materials. It refers to combined irradiation test using electrons, protons and ultraviolet radiation.
- QJ 20424.3-2016; Environment test methods for spacecraft unit; Part 3: Solar ultraviolet irradiation test.

3.3. Key Concepts Operated in Existing Standards as Applied to Optical Coatings

Within these reference documents, the following key concepts have been defined:

Ionization is defined as the alternative interaction mechanism involving the excitation of its electrons rather than atom displacements. In common semiconductors and other solid-state/crystalline targets, it typically does not result in substantial structural effects. Common synonym: electronic interaction.

Displacement Damage (DD) is defined as the interaction occurring in materials and components due to the collision of the incoming radiation (or of secondary radiation generated within the target) with atoms of the target itself. When these collisions result in displacement events, structural defects such as vacancies and interstitials are generated. Such structural defects are characterized by different mobility depending on their type, the target material, and environmental parameters such as temperature. Therefore, they can remain as isolated defects, or alternatively cluster and/or react with impurities, thus creating relatively stable defects. DD has a direct effect on the degradation of mechanical (hardness, internal stresses, etc.), electronic (carriers lifetimes and mobilities), and optical (optical absorption, refractive index, etc.) properties of the target material, and therefore on its performance in relevant systems and devices. Common synonyms: non-ionizing damage, nuclear damage, nuclear interaction.

Energy Loss (EL) is defined as the amount of energy deposited in a material as a consequence of its exposure to a given radiation field. It is expressed in J (or more typically in eV) units. It can be further categorized as follows: (i) Ionizing Energy Loss (IEL): EL associated to ionization; (ii) Non-Ionizing Energy Loss (NIEL): EL associated to DD.

Dose is defined as the amount of energy deposited in a material per unit mass. It is typically expressed in Gy (i.e., J kg\(^{-1}\)), or alternatively in MeV g\(^{-1}\). On the basis of the above-reported categorization between IEL and NIEL, it can be further categorized as follows: (i) Total Ionizing Dose (TID): dose associated to IEL; common synonym: ionizing dose; (ii) NIEL dose: dose associated to NIEL; common synonyms: Non-Ionizing Dose (NID), Total Non-Ionizing Dose (TNID).

Dose rate is defined as dose per unit of time.

Linear energy transfer (LET) is defined as the linear rate of energy deposited from a slowing energetic particle as a function of penetration depth in the target material. It is typically expressed in eV Å\(^{-1}\), or through alternative energy (keV, MeV) and distance (nm, µm) units.

Fluence (F) is defined as the key parameter quantifying the number of particles irradiating the target per unit surface over a given time interval. It is strictly related to the concept of Flux (Φ), which corresponds to the fluence per unit of time. In the case of
a multi-energetic radiation field, the energy dependence of the flux can be expressed in a
differential form (i.e., dΦ/dE).
Displacement Damage Equivalent Particle Fluence (DDEF) is defined as the fluence
of a reference monoenergetic radiation field (namely, radiation type and energy), used to
parameterize DD damage associated to different radiation fields, in the material under
consideration. Typical radiation types adopted as a reference are protons, electrons or
neutrons. Typical radiation energies are in the MeV range (e.g., 1 MeV, 10 MeV, etc.) for
bulk materials and in the tens of keV range for thin films.
By following the specific recommendations issued by the ECSS standardization
body [32], the concept of Displacement Damage Equivalent particle Fluence (DDEF) allows
for the parameterization of articulated radiation fields, including different ion species
and energies.
For optical coatings, theoretical estimation of the particle radiation impact should be
formulated using the aforementioned terms as a depth profile of the coating damage along
the coating structure. To adequately reflect the specifics of optical thin films and multilayers,
the layers should be graded in prediction of the foreseen induced optical degradation. The
degradation profile varies with the energy of the impacting particles, upper layers being
more affected by lower-energy particles, with deeper lying layers being more affected by
higher energy particles. The impact on the substrate should be estimated too [36].
While real space environmental conditions where a coating is planned to be exploited
are characterized by a typical continuous energetic spectra of particles in a certain range,
on-ground tests employ quasi-monochromatic particle beams. Therefore, to render on-
ground tests representative for a certain coating design, a fine theoretical estimation of the
in-depth particle impact should be first performed when knowing the materials the coating
consists of and the coating multilayer design. Notice, however, that thanks to introduction
of the DDEF concept, the coatings can be tested by one particle type only.

4. Consequent Guidelines for Radiation Tests
This section describes the guidelines for the radiation tests on the optical coatings we
elaborated upon, and the comparison and analysis of the relevant European and Chinese
standards. The results of this analysis have provided us with the general approach for
suitable and representative tests specifically focused on the space environment impact on
thin film’s optical and optoelectronic devices. Furthermore, we discuss how the applied
approach leads to an improvement in the existing standard procedure of the environmental
tests for this specific type of spaceborne component, aiming for its optimization and increase
in reliability.
The proposed protocol allows the quantitative prediction of the variation of the optical
absorption properties of testbed materials resulting from irradiation with complex multi-
energy and multi-species ion radiation fields, with a specific relevance to applications
in aerospace.
The parameterization of induced structural damage is based on the concept of vol-
umetric density of induced vacancies, as predicted by the SRIM Monte Carlo simulation
code. The parameterization is based on a first-order approximation in which the optical
absorption variation is assumed to be proportional to the density of induced defects and
therefore to the irradiation fluence. As widely demonstrated, this approximation is largely
valid for realistic irradiation conditions in the aerospace environment.
The model is based on a set of calibration data that needed to be acquired experi-
mentally by systematically measuring the variation in optical absorbance in the material
under analysis with a specific radiation field, that should preferably be mono-energetic and
mono-species, at variable fluence. To this scope, the present work referred to specific papers
from the scientific literature, i.e., [37] for Al₂O₃. The reported protocol can be effectively
translated to the modelling of other macroscopic physical properties in the fields of optics
(refractive index) and mechanics (Young’s modulus, stiffness, etc.), as well as to model
thermal properties (conductivity, etc.).
Structural damage in transparent materials results in the introduction of defect-associated electronic states in their forbidden gap, which in turn are responsible for the activation of optical absorption mechanisms. The progressive increase in the optical absorption coefficient and the variation of the absorption spectrum (coloration) constitutes predominant optical effects of DD from space radiation, as explicitly highlighted in Table 7-1 (“Technologies susceptible to total ionizing dose effects”) of [32].

Systematic studies of these phenomena have been carried in various classes of technologically relevant materials by adopting different types of damaging radiation (electrons, ions, neutrons) under substantially different irradiation conditions. In this context, the possibility of adopting a DD parameterization strategy compliant to ECSS standards (see Sections 3 and 5) offers the possibility of directly referring to such studies in the effort to model the variation of the optical properties of technologically relevant materials subjected to realistic space radiation fields.

In general, the irradiation-induced variation of optical properties in this material is probably associated with intrinsic or extrinsic defects, which are assigned to defective complexes such as the so-called F-type defects (i.e., electrons trapped with anion vacancy). However, the dynamic behavior of radiation-induced defects under implantation has not been fully clarified [38].

Optical absorbance is assumed to be proportional to the density of irradiation-induced defects. Furthermore, the surface density of irradiation-induced defects is assumed to be directly proportional to the irradiation fluence, at least for relatively low damage levels, such as the ones explored in this study. Under these approximations, the depth profile of the density of induced vacancies can be estimated by taking into due consideration the irradiation fluence \( F \), i.e., the number of primary particles of the radiation field (\( \#_p \)) per unit surface area (\( S \)) of the target material:

\[
\rho_v(z) = F \cdot \lambda(z) = \frac{\#_p}{S} \left( \frac{d\#_v}{dz} \right)_\text{nucl} \cdot \#_p^{-1} = \frac{1}{S} \left( \frac{d\#_v}{dz} \right)_\text{nucl},
\]

where \( \lambda(z) \) is the linear density of induced vacancies per ion and \( \#_v \) is the number of induced vacancies, which can be modeled with SRIM code.

Under this approximation, the cumulative DD is unaffected by complex non-linear effects, such as vacancy-interstitial recombination, damage saturation, and defect-defect interaction. Such effects would instead lead to sub-linear saturation effects at high damage densities. This assumption is therefore acceptable at relatively low irradiation fluences, and as such it is endorsed by the recommendation expressed in Section 8.5.2.2 (letter “a.1”) of [32].

The total number of induced vacancies per incoming ion can be expressed by the following integral:

\[
n_v = \int_0^{z_{\text{aux}}} \lambda(z)dz
\]

On the basis of the above-mentioned linearity assumptions, the optical absorbance variation of the irradiated sample can be expressed as follows:

\[
\Delta A = \int_0^d \Delta \alpha(z)dz = \int_0^d [k \cdot \rho_v(z)]dz
\]

where \( d \) is the sample thickness and \( k \) is defined as the incremental absorption coefficient in the damaged regions of the material per unit of volumetric density of induced vacancies.

By combining Equations (1)–(3), it is possible to obtain the incremental absorbance per unit irradiation fluence \( K \):

\[
K = k \cdot n_v
\]

It is worth remarking that, while the \( K \) parameter is inevitably specific to the above-mentioned target material and radiation field under consideration, the \( k \) parameter is only specific to the target material, while it has a general valence with regards to the
radiation field, since it results from a parameterization process which is not dependent on the ion species and energy. This enables the implementation of the DDEF concept. In this framework, if a complex radiation field is to be taken into consideration, the following procedural steps can be followed: (i) the radiation field is subdivided on the basis of the different ion species under consideration by taking into specific consideration the interplay between the higher structural damaging power and lower cosmic fluxes of heavier ions with respect to lighter ones; (ii) for each ion species, the (typically energy-differential) energy spectrum of ion flux values is subdivided into suitable energy bins, and (by considering a specific time exposure) a specific fluence value is determined for each energy bin; (iii) for each fluence value, the corresponding DDEF can be determined according to the above-described procedure; (iv) by using a suitable conversion factor from damage density to the differential variation of the optical parameter of interest (e.g., the optical absorption coefficient: see for example the case study reported in Section 5), the total absorbance variation is estimated for the radiation field under consideration, for a specific exposure time.

It is worth remarking that, despite the above-mentioned equivalence, the depth profile of the linear vacancy density induced by 10 MeV protons is different from the profiles referred to 60 keV He$^{+}$ ions and to 66 keV protons, see Section 5. The same applies to the overall profile (penetration depth, end-of-range peak height and width, etc.) of the optical absorption coefficient variation resulting from a 10 MeV proton irradiation carried at the DDEF fluence value. Nonetheless, it is worth remarking that the depth integral of such a profile (i.e., the overall absorbance variation of the irradiated sample) is equal to the one resulting from the integration of the corresponding profile for the reference radiation field. In other terms, and specifically for the case of the modeling of space radiation in thin films, it is important to remark that the DDEF concept must be applied by considering only the conversion of the fraction of energy loss occurring over the limited layer thickness. This is particularly relevant when high-energy and/or low-atomic-number ions are considered, whose penetration power is significantly increased with respect to low-energy and/or high-atomic-number ions, which in turn are mostly affecting the films. It is therefore important to take into account the layer thickness in order to avoid a DDEF-parameterized conversion of the energy loss occurring in the substrate.

A further remark is necessary about the role of ionizing energy loss; i.e., the fraction of ion energy loss resulting in electronic excitation/ionization rather than in nuclear collisions. Such energy loss is assumed to result in negligible structural effects, since its primary relaxation mechanism involves energy transfer to vibrational modes in the target crystals (i.e., ultimately a temperature increase). For the relatively low ion fluxes under consideration in space applications, target thermalization is assumed to occur at temperatures which are low enough to allow ruling out thermal effects. This assumption can potentially have exceptions if we consider the effects of the so-called swift-heavy-ions (SHI); i.e., ions characterized by a very high atomic number and extremely large energies (i.e., >100 MeV). In these cases, the interaction of even a single SHI with the target material can result in a structural effect, due to interaction mechanisms known as “thermal spiking” and “coulomb explosion”. In the former one, the temperature transient is so fast and localized that effective heat dissipation is not possible and localized (i.e., across the single ion track) melting of the target material is possible. In the latter, the instantaneous electrostatic repulsion of a high-density “cloud” of excited electrons along the ion track determines a structural shock that can result in localized damage. The modeling of SHI effects in target samples goes beyond the scope of the present work, particularly in consideration of their extremely low fluxes in space environments.

Energy- and solid-angle-differential fluxes of solar protons in interplanetary environments in “worst week” condition, resulting from the CREME-96 database reported in Table B-12 of [31], covers the range 1–1000 MeV. For lower energies, less information is available. Indeed, irradiation with protons in the 10–100 keV range can be relevant in this context, not only due to the contribution of this radiation field to the whole solar ion spectrum, but
specifically because of the possibility of delivering this type of irradiation in a laboratory context with the purpose of testing the radiation-induced modification of optical properties of materials and devices in a controlled environment. To this scope, in the present report we will specifically focus on the differential fluxes reported in [17].

We report in Table 2 the energy-binned fluence values for a 10-year exposure time of solar protons for the “Geotail 90%” dataset, for the two data points corresponding to <100 keV energy.

Table 2. Energy-dependent average solar proton fluences (“worst week” conditions) resulting from the differential fluxes with a time exposure of 10 years. The same number of induced vacancies per single incoming particle is reported in the third column.

<table>
<thead>
<tr>
<th>Energy Bin [keV]</th>
<th>Average Fluence $[10^{11} \text{ cm}^{-2}]$</th>
<th>$n_v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50–75</td>
<td>6.204</td>
<td>12</td>
</tr>
<tr>
<td>75–100</td>
<td>3.774</td>
<td></td>
</tr>
</tbody>
</table>

5. Damage-Induced Variation of the Optical Properties of $\text{Al}_2\text{O}_3$ Coatings on Crystalline Silicon and on Fused Silica Substrates

This section provides a representative example of rigorous application of the developed methodology described in previous sections. Single layers of amorphous aluminum oxide on fused silica substrates and on crystalline silicon substrates have been investigated for the impact of interplanetary particle radiation. Lagrange point L1 was considered as a possible mission environment, suggesting the use of $10^{15} \text{ p/cm}^2$ fluence for the 40 keV protons available for the experimental setup. Energy- and solid-angle-differential fluxes of solar protons at the 50% and 90% cumulative probabilities obtained from the cumulative distribution curves obtained from the EPAM/LEMS120 (on board ACE) and EPIC-ICS (on board Geotail) spacecrafts over a common acquisition time period are reported in ref. [17]. The two flux values adopted for interpolation in this study were the ones represented by asterisk-shaped points at the extreme left of the plot of the Geotail 90% line in Figure 9 from [17].

As a first case study, $\text{Al}_2\text{O}_3$ will be taken under consideration, because this material represents a useful testbed material, due to both its technological relevance in optical components for space applications and its high chemical and thermal stability [39]. Previous studies have achieved substantial progress in understanding many aspects of the effect of ion irradiation in $\text{Al}_2\text{O}_3$. Luminescence studies indicated that intrinsic optically-active defects can be activated by excited electrons [40]. In [41], the optical and thermal properties of anion vacancies in $\alpha$-$\text{Al}_2\text{O}_3$ were extensively summarized, as well as electrical conduction. It has been conclusively demonstrated that the luminescence evolution in this material with the ion fluence exhibits two different behaviors due to two concomitant mechanisms, namely a conversion between $F$ and $F^+$ defects and a destruction of both luminescent species resulting from the radiation-induced damage [42]. Also, in situ analysis of ion-induced luminescence in terms of incident ion energy and fluence was employed to effectively investigate the mechanism and/or origin of the luminescence [43], while transmission electron microscopy was used to study the microstructure features, defect diffusion, and cluster formation at a series of annealing temperatures.

In [37], the evolution of the optical absorption properties of $\text{Al}_2\text{O}_3$ samples exposed to 60 keV He$^+$ ion irradiation has been investigated. More specifically, $\alpha$-$\text{Al}_2\text{O}_3$ single crystals of (0001) orientation of $10 \times 10 \times 0.5 \text{ mm}^3$ with optically polished surfaces were implanted at room temperature at fluences in the $(5–100) \times 10^{16} \text{ cm}^{-2}$ range using a conventional ion implanter. Ion current density was 17 $\mu\text{A} \text{ cm}^{-2}$, and optical absorption spectra were acquired at room temperature with a Perkin-Elmer Lambda 950 UV/Vis/NIR spectrophotometer, as reported in Figure 4 of [37].

Figure 1 reports the fluence-dependent variation in optical absorbance at a 600 nm wavelength with respect to the value measured in the unirradiated sample, as extracted
from the data reported in Figure 4 of [37]. A linear dependence is clearly observable for the three datapoints lying at the lowest fluence values. The linear fitting procedure (red line in Figure 1) yields the following result:

\[ \Delta A = K \cdot F = (1.550 \pm 0.006) \times 10^{-18} \cdot F \text{[cm}^{-2}] \].  

(5)

**Figure 1.** Optical absorbance increase (with respect to the non-irradiated sample) of Al₂O₃ at a 600 nm wavelength as a function of 60 keV He⁺ irradiation fluence. Black dots report the experimental data as extracted from the data reported in Figure 4 of [37], while the red line reports the linear fitting function relevant to the three datapoints at the lowest fluence values.

The observed linear dependence for low damage levels is entirely compatible with the linearity assumption described in Section 4.

The depth-dependent linear density of induced vacancies for a single 60 keV He⁺ ion is reported in Figure 2.

**Figure 2.** Linear density of induced vacancies in Al₂O₃ from 60 keV He⁺ ion implantation, as obtained from the SRIM simulation. Note that the simulation is descriptive of the average effect of one incident particle.

From the \( K = (1.550 \pm 0.006) \times 10^{-18} \text{ cm}^2 \) value reported in Equation (5), and from the \( n_o = 103 \) value that can be obtained with SRIM, it is possible to estimate the \( k = (1.505 \pm 0.006) \times 10^{-20} \text{ cm}^2 \) value from Equation (4).

On the basis of the value of the \( k \) parameter, it is possible to estimate the depth profile of the variation in the optical absorption coefficient of the target material. In this framework, it is possible to predict the variation in optical absorption caused by a different radiation field (i.e., 66 keV protons) at any given fluence \( F \) (for sake of example, \( F = 1 \times 10^{14} \text{ cm}^{-2} \)).

For the different radiation field under consideration, the specific \( K \) value is given by Equation (4), in which \( n_o \) is now the total number of induced vacancies per incoming 66 keV proton, namely \( n_o = 12 \) vacancies/ion.
From Equation (4), we thus obtain $K = (1.81 \pm 0.07) \times 10^{-18}$ cm$^2$ for 66 keV protons. Now if $F = 1 \times 10^{14}$ cm$^{-2}$ fluence of 66 keV protons is considered, it is possible to plot the corresponding depth-dependent variation in the optical absorption coefficient for 600 nm wavelength of the incident light, as reported in Figure 3.

![Figure 3](image1.png)

Figure 3. Depth profile of optical absorption coefficient variation ($\Delta \alpha$) induced by a 66 keV proton implantation carried at a $F = 1 \times 10^{14}$ cm$^{-2}$ fluence.

These results provide a protocol for the parameterization of structural damage (and thus of the corresponding variation in optical absorption coefficient, on the basis of the results reported in [37]) in Al$_2$O$_3$ upon irradiation with any mono-species and mono-energetic ion radiation field.

We have performed an experiment [36] where 190 nm-thick amorphous alumina layers grown by atomic layer deposition (ALD) technique were irradiated by 40 keV protons at $10^{15}$ p/cm$^2$ fluence. The induced change in the optical properties of the layer material modeled in terms of variation of its extinction coefficient, is illustrated in Figure 4, for five chosen wavelengths of the incidence light, from 300 nm through 900 nm.

![Figure 4](image2.png)

Figure 4. Depth profile of extinction coefficient variation ($\Delta k$) modeled as induced by a 40 keV proton implantation of an amorphous alumina layer, carried at a $F = 1 \times 10^{15}$ cm$^{-2}$ fluence.

The films were grown on two types of substrates, and the particles’ impact on the film was different for the two substrate types. We will provide more details on this experimental study in a dedicated article. The interpretation of the impact of the irradiation on the coatings greatly depends on the correctness of the model, and the impact on the substrate material should be considered first [44]. We anticipate here that the predicted variations of the extinction coefficient of the order $10^{-5}$, see Figure 4, cannot be verified by using only commercial spectrophotometry, where typical sensitivity and accuracy are lower by two orders of magnitude.

6. Conclusions

Here, we proposed a methodology for estimation of the impact of energetic particles on the optical coatings, starting from the applicable standards adopted by the ESA and CSA.
We considered the deep space environment of Lagrange point L1 and provided relevant observations based on the space weather models implemented by major space agencies, and specifically by the ESA and CSA, when estimating the level of particle fluxes, energies and fluencies at L1.

Furthermore, we proposed here a protocol for representative on-ground testing of the optical coatings, including multilayer optical coatings, aiming in particular to estimate the particle radiation impact on the optical performance of the coatings in terms of the induced optical absorption.

The methodology we propose uses the DDEF concept, which enables the tests of the coatings by one particle type only. It imposes an a priori theoretical estimation of the particle radiation impact as a depth profile of the coating damage along the coating structure and inside the substrate. This degradation profile varies with the energy of the impacting particles, upper layers being more affected by lower-energy particles, with deeper-lying layers being more affected by higher energy particles. As the real space environment is characterized by typical continuous energetic spectra of particles in a certain range, to render on-ground quasi-monochromatic tests representatively, a fine theoretical estimation of the in-depth particle impact should be performed before the experiment, knowing the materials the coating consists of and the coating multilayer design.
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