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Abstract: Attention deficit hyperactivity disorder (ADHD) is a common neurodevelopmental condition in children and is characterized by challenges in maintaining attention, hyperactivity, and impulsive behaviors. Despite ongoing research, we still do not fully understand what causes ADHD. Electroencephalography (EEG) has emerged as a valuable tool for investigating ADHD-related neural patterns due to its high temporal resolution and non-invasiveness. This study aims to contribute to diagnostic accuracy by leveraging EEG data to classify children with ADHD and healthy controls. We used a dataset containing EEG recordings from 60 children with ADHD and 60 healthy controls. The EEG data were captured during cognitive tasks and comprised signals from 19 channels across the scalp. Our primary objective was to develop a machine learning model capable of distinguishing ADHD subjects from controls using EEG data as discriminatory features. We employed several well-known classifiers, including a support vector machine, random forest, decision tree, AdaBoost, Naive Bayes, and linear discriminant analysis, to discern distinctive EEG patterns. To further enhance classification accuracy, we explored the impact of regional data on the classification outcomes. We arranged the EEG data according to the brain regions from which they were derived (namely frontal, temporal, central, parietal, and occipital) and examined their collective effects on the accuracy of our classifications. Notably, we considered combinations of three regions at a time and found that certain combinations led to enhanced accuracy. Our findings underscore the potential of EEG-based classification in distinguishing children with ADHD from healthy controls. The Naive Bayes classifier yielded the highest accuracy (84%) when applied to specific region combinations. Moreover, we evaluated the classification performance based on hemisphere-specific EEG data and found promising results, particularly when using the right hemisphere region channels.
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1. Introduction

Attention deficit hyperactivity disorder (ADHD) is a neurodevelopmental condition prevalent in children that often persists into adulthood [1,2]. Global studies indicate a prevalence of approximately 5–12% among school-going children, with a higher prevalence observed in males [3]. This disorder encompasses three subtypes (predominantly inattentive, predominantly hyperactive–impulsive, and combined) and is characterized by primary symptoms such as inattention, impulsivity, and hyperactivity [4]. Early detection and intervention can greatly benefit children with ADHD, their parents, and their communities. Presently, clinical interviews, observations, and ratings from various sources, including parents and teachers, are employed for diagnosis [5]. Traditional clinical procedures are time-consuming and prone to ambiguity, underscoring the need for objective diagnostic methods based on biological signals that reflect ADHD behaviors.
Electroencephalography (EEG) has emerged as a valuable tool for investigating ADHD-related neural patterns due to its non-invasiveness and high temporal resolution [6]. EEG signals have been utilized in the diagnosis of various neurological disorders by extracting distinctive features and employing different classifiers in automated detection systems. EEG signals have been employed for the automatic detection of neurophysiological conditions such as alcoholism [7], dementia [8], epilepsy [9], schizophrenia [10], Parkinson’s disease [11], and depressive disorders [12]. The EEG patterns of children with ADHD display differences in complexity, randomness, amplitude, and frequency compared with those of typically developing children. Researchers have applied diverse feature extraction techniques and classifiers to utilize EEG signals for ADHD identification [13–15].

EEG is widely recognized as a functional imaging technique that measures the electrical activity of the brain. It offers valuable insights into neural processes, cognitive functions, and neurological disorders through the recording of voltage fluctuations produced by neuronal activity. This functional imaging modality provides real-time information on brain dynamics, making it an essential tool in neuroscience research [16]. EEG is increasingly acknowledged as a functional imaging modality, and researchers have capitalized on its exceptional temporal resolution to reveal swift alterations in neural dynamics [17]. Its versatility is evident in its wide-ranging applications, which include obtaining real-time neurofeedback for anesthesia optimization [18] and investigating spatiotemporal dynamics in functional connectivity [19]. Notably, ongoing discussions surround the classification of EEG as a functional imaging technique because of its unique temporal capabilities that enhance our understanding of neural processes and complement other imaging methods. This article aims to contribute to this ongoing discourse by offering a comprehensive investigation that employs EEG in the domain of ADHD classification.

The accessibility of machine learning models has spurred interest in their application to psychiatric disorder research. Machine learning models, which are mathematical constructs capable of learning intricate patterns within existing datasets, have the potential to predict outcomes in new datasets and emphasize key variables in such predictions [16]. For instance, in [20], SVM was utilized to classify ADHD based on EEG signals, and this yielded promising results in distinguishing between ADHD and healthy controls. Our proposed method builds upon this foundation by not only employing SVM but also integrating a comprehensive feature-selection strategy based on distinct brain regions. This enables our model to capture intricate neural patterns that could be missed using a single algorithm. Similarly, [21] employed RF and DT algorithms to identify ADHD in children using event-related potentials (ERPs), highlighting the potential of these classifiers to capture distinctive neural patterns linked to the disorder. We extend this approach by incorporating both RF and DT classifiers within a unified framework and thereby enhancing the robustness of our classification model. Neural networks were used to diagnose ADHD from EEG data in [22]. In contrast, our method offers interpretable insights by considering specific brain regions, thus making it more transparent and clinically applicable. A systematic review in [23] emphasized the application of SVM, RF, and DT in the EEG-signal-based analysis of mental tasks, further reinforcing their relevance in ADHD classification studies. Notably, the integration of electrodermal activity (EDA) features in classification models has shown potential [24]; SVMs have been employed in a multiclass brain–computer interface classification study, underscoring their ability to enhance ADHD classification accuracy. Our approach, however, surpasses this by focusing solely on EEG data, which are more directly relevant to the neural patterns associated with ADHD.

In this paper, we focus on exploring the significance and contribution of different brain regions in classifying children with ADHD and healthy controls. Various brain regions exhibit distinct electrical activity levels, influenced by EEG acquisition conditions and inter-regional connectivity. The frontal region is essential for attention and concentration, reasoning, and judgment. The parietal and central regions process senses and motor movements, the temporal region is responsible for memory and language understanding, and the occipital lobe governs vision and object recognition. Additionally, the brain’s two
hemispheres, left and right, control different functions. Individuals with ADHD often exhibit information-processing deficits in the right hemisphere, leading to self-reported inattention symptoms. Our research intends to investigate the impact of particular brain regions, interhemispheric regions, or combinations of these regions on obtaining significant accuracy rates in distinguishing ADHD patients from healthy controls.

Using EEG data from both ADHD patients and a healthy control group, we employ various machine learning models, including support vector machine (SVM), random forest (RF), decision tree (DT), AdaBoost, Naive Bayes, and linear discriminant analysis (LDA). Our investigation explores distinctive EEG patterns linked to ADHD, investigating the impact of individual brain regions and their combinations on achieving high classification accuracy. By investigating regional differences in EEG activity between patients with ADHD and healthy controls, this study aims to enhance our understanding of this disorder.

2. Materials and Methods

Figure 1 illustrates the framework for the machine learning-based classification of ADHD. To conduct a comparative analysis, various machine learning algorithms were applied to state-of-the-art ADHD datasets. The experimentation was performed using the Python language, utilizing the Scikit-learn library for implementing machine learning models. Specifically, six ML algorithms, namely SVM [25], RF [26], DT [27], AdaBoost [28], Naive Bayes [29], and LDA [30] were employed to the ADHD dataset. Extensive experimentation was carried out to achieve two main objectives:

1. Our goal is to highlight brain regions or combinations that are crucial for accurately classifying ADHD and healthy controls;
2. We aim to identify the optimal machine learning algorithm that effectively utilizes regional combinations of EEG data for enhanced ADHD classification accuracy.

![Figure 1. Classification Framework for ADHD and healthy controls.](image)

2.1. Dataset

In this study, we utilized a publicly available EEG dataset accessed on 8 August 2023, from the following source: https://ieee-dataport.org/open-access/eegdata-adhd-control-children [31].

This dataset comprises EEG recordings from two groups: 61 children diagnosed with ADHD (48 boys and 13 girls, average age of 9.61 ± 1.75 years) and 60 healthy children (50 boys and 10 girls, average age of 9.85 ± 1.77 years). ADHD diagnoses were made by an experienced child and adolescent psychiatrist based on DSM-IV criteria [32]. Healthy children from elementary schools were recruited, excluding those with a history of significant neurological conditions, brain injuries, major medical ailments, learning or speech difficulties, other psychiatric disorders, or use of benzodiazepine or barbiturate medications.
During data collection, EEG recordings were taken at a sampling frequency of 128 Hz. Given the challenge of visual attention deficits in ADHD children, EEG data were captured during visual attention tasks. The children were presented with a series of cartoon character images and asked to count the characters. Each image contained a random assortment of characters ranging from 0 to 16, and the images were designed to be sufficiently large for easy viewing and counting. Images were rapidly displayed following the child’s response, ensuring a consistent stimulus presentation. Consequently, the duration of EEG recordings varied based on each child’s performance in this cognitive visual task, specifically their response speed.

The EEG data were acquired using an SD-C24 machine with 19 channels, following the 10–20 electrode placement system. Figure 2 illustrates the 10–20 standard electrode positions for EEG recording [33]. The 10–20 standard system is a widely employed methodology for the consistent placement of electrodes during electroencephalography (EEG) recordings. This system involves dividing the scalp into specific regions and designating unique labels to key points based on a standardized percentage of distances between prominent anatomical landmarks, such as the nasion and inion. Electrodes are positioned precisely at these predetermined locations, ensuring uniform and reproducible EEG signal collection from diverse brain regions. The nomenclature “10–20” denotes the standardized distances of either 10% or 20% between electrode placements, creating a systematic grid that fosters consistent electrode positioning across different subjects and research settings. This approach not only guarantees methodological rigor in data acquisition but also facilitates meaningful cross-subject and cross-study comparisons, making it an integral tool in the field of EEG-based research. The topoplot (topographic map of a scalp) was generated using the MNE-python software package [34]. Different color shades depict the five brain regions: frontal, central, occipital, temporal, and parietal, each corresponding to specific channels.

![Figure 2. EEG electrode positions according to the 10–20 standard system. Different shades indicate distinct regions and their corresponding channels. The figure displays the left and right hemispheres along with the channels included within each hemisphere.](image-url)
2.2. Data Preprocessing

EEG signals are prone to the presence of numerous artifacts and sources of noise, necessitating their thorough preprocessing before they can be reliably utilized in analyses. The datasets employed in this study were preprocessed in advance to mitigate such concerns. A comprehensive breakdown of the preprocessing procedures is provided below [35].

The dataset owners used a modified iteration of Makoto’s preprocessing pipeline, adjusted for use with EEGLab functions (version 14.1.1; Delorme & Makeig, 2004, San Diego, CA, USA) and executed using MATLAB 2018a. Initially, artifacts stemming from eye movements and muscle activity were carefully removed through manual visual inspection. Channels containing erroneous or inaccurately captured data were excluded, and interpolation using neighboring channel signals was employed to restore the missing information. To eliminate artifacts, a band-pass finite impulse response (FIR) filter spanning from 0.5 Hz to 48 Hz was administered to the continuous EEG data. Subsequently, the CleanLine plugin was applied to further suppress line noise. To enhance artifact rejection, the EEG data underwent decomposition using independent component analysis (ICA). Independent components (ICs) associated with eye blinks and muscle artifacts were identified based on their spectral properties, scalp maps, and temporal characteristics. These components were manually excluded. Following a thorough cleaning, the time series were filtered across classical EEG frequency bands [delta (0.5–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–30 Hz), and lower gamma (30–45 Hz)] using a zero-phase shift FIR filter that maintains phase coherence. Throughout the filtering stages, a zero-phase Hamming-windowed filter was incorporated through the first plugin from EEGLab, featuring a $-6$ dB cutoff frequency.

For each subject, the time series were segmented into 1024 sample (8 s) segments, albeit with variable counts due to task-specific timings. The minimum task duration was 50 s for a participant from the control group, while the maximum duration reached 285 s for a subject with ADHD. The mean segment count stood at 13.18 (standard deviation = 3.15) for the control group and 16.14 segments (standard deviation = 6.42) for the ADHD group.

2.3. Feature Selection

The EEG data collected from 19 channels (listed in Table 1) were utilized as input features for the classifiers. These features were used in various combinations to train the classifiers. The entire feature set was partitioned into different combinations of frontal (F), central (C), parietal (P), temporal (T), and occipital (O) regions. Detailed information about these regions and their corresponding channels is provided in Table 1.

<table>
<thead>
<tr>
<th>Regions</th>
<th>Combined Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>F (frontal)</td>
<td>Fz, FP1, FP2, F3, F4, F7, F8</td>
</tr>
<tr>
<td>C (central)</td>
<td>Cz, C3, C4</td>
</tr>
<tr>
<td>P (parietal)</td>
<td>Pz, P3, P4</td>
</tr>
<tr>
<td>T (temporal)</td>
<td>T3, T4, T5, T6</td>
</tr>
<tr>
<td>O (occipital)</td>
<td>O1, O2</td>
</tr>
<tr>
<td>Right hemisphere</td>
<td>FP2, F4, F8, C4, T4, P4, T6, O2</td>
</tr>
<tr>
<td>Left hemisphere</td>
<td>C3, T3, FP1, F3, F7, P3, T5, O1</td>
</tr>
</tbody>
</table>

2.4. Classification

After obtaining the various combinations of feature channels, the features were set as inputs to six different machine learning algorithms: SVM, RF, DT, AdaBoost, Naive Bayes, and LDA. Here is a detailed explanation of how each of these algorithms works:

2.4.1. Support Vector Machine (SVM)

SVM is a robust supervised learning algorithm employed for both classification and regression tasks. Its fundamental principle involves identifying an optimal hyperplane...
that effectively separates data points belonging to different classes. In the context of binary
classification, SVM endeavors to determine the hyperplane that maximizes the margin or
distance between classes. The data points nearest to the hyperplane are known as support
vectors and significantly influence the delineation of the decision boundary. SVM efficiently
manages high-dimensional feature spaces and excels in handling non-linearly separable
data through the use of kernel functions.

2.4.2. Decision Tree (DT)

A decision Tree is a versatile machine learning algorithm used primarily for classi-
fication and regression tasks. It operates by recursively partitioning the data based on
feature values to create a hierarchical structure resembling a tree. At every node of the
tree, a decision is made to determine which feature it will use for splitting, with the goal of
minimizing uncertainty within each branch. The leaves of the tree correspond to the final
class predictions. DTs can efficiently handle both numerical and categorical features, and
their intuitive structure makes them interpretable and useful for feature selection.

2.4.3. Random Forest (RF)

RF is an ensemble learning technique that combines multiple decision trees to pro-
duce robust predictions. Each tree is individually constructed using a subset of the data and a
random assortment of features. During the training process, each tree recursively partitions
the data into subsets by considering the selected features. The final prediction is derived by
combining the predictions from each individual tree. RF effectively counteracts overfitting
concerns and adeptly manages high-dimensional data. Its proficiency lies in its accuracy
and capacity to capture intricate relationships within the data.

2.4.4. AdaBoost (Adaptive Boosting)

AdaBoost is a type of ensemble learning that uses multiple weak learners to build a
strong classifier. It assigns higher weights to misclassified data points in each iteration,
with a focus on challenging-to-classify samples. In subsequent iterations, it allocates more
attention to misclassified instances, thereby refining the model’s predictive performance.
Through an iterative process of adjusting sample weights, AdaBoost develops a potent
classifier capable of accurate classification. Its adaptability to varying complexities of data
and potential for boosting model accuracy are notable attributes.

2.4.5. Naive Bayes

Naive Bayes is a probabilistic classification algorithm based on Bayes’ theorem. It as-
sumes that features are conditionally independent when you know the class label, which is
why it is called “naive”. Naive Bayes computes the probability of a data point belonging to
a certain class based on its feature values and prior class probabilities. Despite its simplistic
assumptions, Naive Bayes often performs remarkably well, particularly when the indepen-
dence assumption is not drastically violated. It is computationally efficient, requires relatively
small amounts of training data, and is particularly useful for text classification tasks.

2.4.6. Linear Discriminant Analysis (LDA)

LDA is a dimensionality reduction technique often used in the context of classification.
It seeks to find the linear combinations of features that best separate different classes while
minimizing the variance within each class. LDA essentially projects data onto a lower-
dimensional space, maximizing class separability. It is particularly useful when classes
have distinct distributions, and it is known for its effectiveness in reducing overfitting in
high-dimensional data.

2.5. Performance Analysis

The comparative analysis involved assessing performance metrics across different
combinations of features, regions, and classifiers. The primary objective was to identify
the optimal combinations of channels/features and classifiers that demonstrated superior results in terms of two key performance metrics: accuracy and the area under the curve (AUC).

Accuracy performance, commonly utilized in classification tasks, is determined by the ratio of correctly predicted instances (both true positives and true negatives) to the total number of instances in the dataset. This can be mathematically formulated using the following Equation (1) [36]:

$$\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}$$  \hspace{1cm} (1)

Here, $TP$: True positive, $TN$: True negative, $FP$: False positive, and $FN$: False negative.

The AUC score is a widely used metric for evaluating the performance of binary classification models. It measures the classifier’s capacity to differentiate between positive and negative instances by plotting the True Positive Rate (TPR) against the False Positive Rate (FPR) across various discrimination thresholds. A higher AUC value signifies superior classification performance. The AUC score can be computed using Equation (2) as provided below [36]:

$$\text{AUC} = \int_0^1 TPR \left( FPR^{-1}(x) \right) dx$$  \hspace{1cm} (2)

Here, $TPR$ and $FPR$ can be measured using Equations (3) and (4):

$$TPR = \frac{TP}{TP + FN}$$  \hspace{1cm} (3)

$$FPR = \frac{FP}{FP + TN}$$  \hspace{1cm} (4)

In the next section, we will present a detailed overview of the experimental results and provide a thorough analysis.

3. Results and Discussion

In this study, we assessed how effectively different classifiers performed with various combinations of brain regions, as shown in Table 2. Among all of the classifiers examined, SVM displayed interesting accuracy in several combinations, particularly the highest accuracy of 76% attained for the brain region combination F+C+P. RF displayed competitive accuracy, reaching 72% accuracy in the F+C+O and F+P+O combinations. DT exhibited varying accuracy, with the highest value of 64% in the F+C+P configuration. AdaBoost demonstrated its effectiveness with the F+C+T combination, yielding 72% accuracy. Surprisingly, Naïve Bayes displayed relatively lower accuracy across the board, indicating limitations in capturing the non-linear relationships present in the data. Furthermore, it is noteworthy that the Naïve Bayes classifier, despite demonstrating lower accuracy in some configurations, showcased a remarkable accuracy of 84% in the F+T+O combination. LDA consistently exhibited moderate accuracy, with its highest value of 56% obtained in the P+T+O combination. Overall, the classifiers’ performances were influenced by the specific combination of brain regions, highlighting the importance of tailored feature selection in optimizing classification accuracy.

Figure 3 shows a graph that summarizes how accurate different classifiers were with different combinations of three brain regions. The values depicted in the graph correspond to the accuracy scores presented in Table 1. Notably, the Naïve Bayes classifier demonstrates a sufficient accuracy of 84% in both the F+T+O and F+P+T combinations due to its ability to effectively capture and model complex relationships within these specific combinations of brain regions. The amalgamation of these brain region combinations likely encompasses unique neural patterns that are indicative of ADHD-related activity. Additionally, the Naïve Bayes classifier’s proficiency in modeling probabilistic relationships between features and classes makes it well-suited for capturing the nuanced distinctions
present in these particular combinations of brain regions. This graph provides an intuitive representation of the performance trends of different classifiers across distinct regional sets, offering insights into their varying strengths in capturing relevant features and interactions within the EEG data.

Table 2. Classification accuracy using a set of 3 regional combinations.

<table>
<thead>
<tr>
<th>Combination of Brain Regions (Set of 3)</th>
<th>Classifiers (Accuracy)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SVM RF DT AdaBoost Naïve Bayes LDA</td>
</tr>
<tr>
<td>F+C+P</td>
<td>76 56 64 64 32 44</td>
</tr>
<tr>
<td>F+C+T</td>
<td>68 64 60 72 60 36</td>
</tr>
<tr>
<td>F+C+O</td>
<td>68 72 68 64 28 40</td>
</tr>
<tr>
<td>F+P+T</td>
<td>64 60 52 56 84 32</td>
</tr>
<tr>
<td>F+P+O</td>
<td>72 72 60 56 56 40</td>
</tr>
<tr>
<td>F+T+O</td>
<td>68 64 48 56 84 52</td>
</tr>
<tr>
<td>C+P+T</td>
<td>64 60 40 48 44 44</td>
</tr>
<tr>
<td>C+P+O</td>
<td>56 52 44 44 24 16</td>
</tr>
<tr>
<td>C+T+O</td>
<td>60 60 40 60 60 52</td>
</tr>
<tr>
<td>P+T+O</td>
<td>56 72 64 56 72 56</td>
</tr>
</tbody>
</table>

Figure 3. Accuracy of different classifiers across three brain region combinations.

As shown in Table 3, among the various combinations of brain regions and classifiers evaluated in the study, the combination “F+C+T” stands out as having achieved the highest AUC performance. This combination demonstrates the ability to effectively distinguish between ADHD and healthy control subjects with remarkable AUC scores, which is shown in Figure 4. Specifically, the classifiers RF and AdaBoost exhibit notable AUC values of 75.9% and 67.5%, respectively, when employed with this brain region combination. These elevated AUC scores indicate the classifiers’ proficiency in capturing the distinctive patterns and features associated with ADHD and healthy control subjects within the selected brain regions. The significant performance of “F+C+T” in terms of AUC underscores its potential as a discriminative feature set, showcasing the effectiveness of RF and AdaBoost classifiers in this context. This finding serves as valuable insight into the optimal feature combination and classifier choice for accurate classification between the two subject groups.
Table 3. AUC performance of different brain region combinations and classifiers.

<table>
<thead>
<tr>
<th>Combination of Brain Regions (Set of 3)</th>
<th>SVM</th>
<th>RF</th>
<th>DT</th>
<th>AdaBoost</th>
<th>Naïve Bayes</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>F+C+P</td>
<td>31.1</td>
<td>62.3</td>
<td>63.9</td>
<td>63.6</td>
<td>38.9</td>
<td>35.7</td>
</tr>
<tr>
<td>F+C+T</td>
<td>77.2</td>
<td>75.9</td>
<td>61.3</td>
<td>67.5</td>
<td>59.7</td>
<td>36.6</td>
</tr>
<tr>
<td>F+C+O</td>
<td>29.2</td>
<td>71.4</td>
<td>70.4</td>
<td>71.4</td>
<td>38.9</td>
<td>31.1</td>
</tr>
<tr>
<td>F+P+T</td>
<td>72</td>
<td>73.3</td>
<td>54.2</td>
<td>66.8</td>
<td>80.5</td>
<td>34.4</td>
</tr>
<tr>
<td>F+P+O</td>
<td>37.6</td>
<td>69.4</td>
<td>61.3</td>
<td>64.9</td>
<td>69.4</td>
<td>32.4</td>
</tr>
<tr>
<td>F+T+O</td>
<td>77.9</td>
<td>79.2</td>
<td>49.6</td>
<td>66.2</td>
<td>80.5</td>
<td>56.4</td>
</tr>
<tr>
<td>C+P+T</td>
<td>66.2</td>
<td>62.2</td>
<td>38.6</td>
<td>48.7</td>
<td>38.9</td>
<td>37.1</td>
</tr>
<tr>
<td>C+P+O</td>
<td>44.8</td>
<td>58.1</td>
<td>46.1</td>
<td>38.9</td>
<td>2.5</td>
<td>12.9</td>
</tr>
<tr>
<td>C+T+O</td>
<td>66.8</td>
<td>67.2</td>
<td>42.5</td>
<td>62.3</td>
<td>45.4</td>
<td>58.4</td>
</tr>
<tr>
<td>P+T+O</td>
<td>63.6</td>
<td>74</td>
<td>63.9</td>
<td>59.7</td>
<td>68.1</td>
<td>55.19</td>
</tr>
</tbody>
</table>

Figure 4. AUC performance of classifiers based on different brain region combinations.

Table 4 presents the accuracy performance of various classifiers across different brain region combinations, focusing on the right hemisphere, left hemisphere, and the fusion of both hemispheres. Notably, the analysis highlights the highest accuracy achieved by any classifier within each dataset, providing valuable insights into their efficacy in detecting ADHD-related patterns in region-specific EEG data. In the right hemisphere dataset, the Naïve Bayes classifier exhibited the highest accuracy of 84%, underscoring its ability to discern distinctive neural patterns associated with ADHD. For the left hemisphere dataset, the RF classifier achieved the highest accuracy of 64%, whereas the Naïve Bayes classifier demonstrated an accuracy of 28%. Remarkably, in the combined hemisphere dataset, the RF classifier attained the highest accuracy of 68% along with SVM, reaffirming the proficiency of these classifiers in capturing intricate relationships across neural regions. These outcomes underscore the variability in accuracy across classifiers and brain regions, providing valuable insights into their performance in classifying ADHD patterns based on hemisphere-specific neural activity. The accuracy plot depicting the performance of all classifiers based on hemisphere-specific regions is illustrated in Figure 5.
Table 4. Classification accuracy is based on specific regions.

<table>
<thead>
<tr>
<th>Brain Region</th>
<th>Classifiers (Accuracy)</th>
<th>SVM</th>
<th>RF</th>
<th>DT</th>
<th>AdaBoost</th>
<th>Naïve Bayes</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right hemisphere</td>
<td>72</td>
<td>60</td>
<td>44</td>
<td>48</td>
<td>84</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>Left hemisphere</td>
<td>44</td>
<td>64</td>
<td>48</td>
<td>44</td>
<td>28</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>Combined hemisphere</td>
<td>68</td>
<td>68</td>
<td>44</td>
<td>64</td>
<td>32</td>
<td>40</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5. Accuracy plot for classifier performance based on hemisphere-specific regions.

Furthermore, the AUC values for the different hemisphere regions were meticulously evaluated, as illustrated in Table 5. In the “Right hemisphere”, the highest AUC score of 86.3% was achieved with the SVM, closely trailed by Naïve Bayes at 85.7%. Intermediate AUC results were demonstrated with RF (59.4%) and AdaBoost (50.3%), while DT (42.2%) and LDA (34.4%) exhibited relatively lower AUC values. Shifting to the “Left hemisphere”, RF excelled with an AUC of 63.3%, outperforming the other classifiers that registered comparatively lower AUC scores. Notably, when examining the “Combined hemisphere” scenario, RF continued its prominent performance by achieving the highest AUC of 72.7%, closely pursued by AdaBoost at 63.6%. In this consolidated context, SVM, Naïve Bayes, and DT showcased relatively lower AUC values. Collectively, these AUC findings offer insightful comparisons of the classifiers’ capabilities in discerning EEG patterns across distinct brain hemisphere regions, with RF and AdaBoost emerging as top performers, particularly in the combined setting. Figure 6 displays a plot of AUC scores, which illustrates how all the classifiers performed when considering hemisphere-specific regions.

Table 5. AUC score based on hemispheres-specific regions.

<table>
<thead>
<tr>
<th>Brain Region</th>
<th>Classifiers (AUC)</th>
<th>SVM</th>
<th>RF</th>
<th>DT</th>
<th>AdaBoost</th>
<th>Naïve Bayes</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right hemisphere</td>
<td>86.3</td>
<td>59.4</td>
<td>42.2</td>
<td>50.3</td>
<td>85.7</td>
<td>34.4</td>
<td></td>
</tr>
<tr>
<td>Left hemisphere</td>
<td>49.3</td>
<td>63.3</td>
<td>46.7</td>
<td>39.6</td>
<td>27.9</td>
<td>22.72</td>
<td></td>
</tr>
<tr>
<td>Combined hemisphere</td>
<td>28.5</td>
<td>72.7</td>
<td>44.1</td>
<td>63.6</td>
<td>48</td>
<td>28.5</td>
<td></td>
</tr>
</tbody>
</table>
The comprehensive analysis of classification performance across different brain region combinations, focusing on the right hemisphere, left hemisphere, and the combined hemisphere, has provided valuable insights into the discriminatory capabilities of various classifiers for ADHD-related patterns. In terms of accuracy, we observed an interesting variation based on distinct features obtained from different hemisphere regions. Notably, the right hemisphere dataset exhibited remarkable accuracy performance by the Naïve Bayes classifier, achieving the highest accuracy of 84%. This can be attributed to Naïve Bayes’ probabilistic nature, which assumes feature independence given the class label. In cases where the underlying patterns are well-approximated by the independence assumption, Naïve Bayes excels, as seen in the distinctive neural patterns associated with ADHD discerned in the right hemisphere. On the other hand, in the left hemisphere, the RF classifier achieved the highest accuracy of 64%. RF’s capacity to capture complex relationships among features played a significant role. Interestingly, in the combined hemisphere dataset, both the RF classifier and SVM achieved the highest accuracy of 68%. This underlines the proficiency of RF in capturing intricate relationships across neural regions, complemented by SVM’s ability to define an optimal hyperplane for class separation. The AUC results further substantiate these findings. Notably, in the right hemisphere, Naïve Bayes and SVM achieved the highest AUC scores, capitalizing on the probabilistic and hyperplane-based approaches, respectively. RF’s excellence in capturing complex patterns enabled it to attain the highest AUC in the left hemisphere. Remarkably, in the combined hemisphere, the RF classifier continued its prominent performance, emphasizing its adaptability to amalgamate neural region information. These findings collectively underscore the strengths of specific classifiers in discerning ADHD-related patterns, driven by their inherent characteristics and adaptability to distinct data distributions.

The varying performance of the Naïve Bayes classifier across different brain region combinations can be attributed to its underlying assumption of feature independence. In cases where the features within a specific combination of brain regions are indeed conditionally independent given the class label, the Naïve Bayes classifier excels by effectively capturing the underlying patterns; however, its performance diminishes when faced with brain region combinations characterized by intricate inter-feature relationships and non-linear interactions. In such scenarios, the assumption of feature independence becomes less valid, leading to suboptimal classification accuracy. This disparity underscores the
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**Figure 6.** AUC score plot for classifier performance across hemisphere-specific regions.
significance of tailored feature selection and highlights that the Naive Bayes classifier’s effectiveness is contingent upon the specific nature of the data it encounters.

The computational complexity of the study can be categorized as moderate to high because we implemented and evaluated several machine learning models, such as SVM, RF, DT, AdaBoost, Naive Bayes, and LDA. The investigation into various combinations of brain regions and hemispheres, coupled with feature selection, further contributes to the complexity. Additionally, hyperparameter tuning, potential cross-validation, ensemble methods, feature scaling, and multiple evaluation metrics amplify the computational workload. For experimentation, Python 3.8.5 was employed on a Samsung PC with an Intel Core i5-8400 CPU @ 2.80GHz, 8GB RAM and a GeForce GTX 1070 Ti 8GB GPU to facilitate these computations. The study strikes a balance between computational complexity and the research’s significance in yielding valuable insights from the obtained results.

There are several limitations in this study that need to be acknowledged. We employed EEG data derived from different brain region combinations to conduct ADHD classification against healthy control subjects using various machine learning techniques. Unlike several prior works, we deliberately refrained from employing external feature extraction techniques or feature engineering approaches to manipulate the classification features. While such comparisons could provide valuable insights, it is important to note that conducting direct performance comparisons with other studies may not yield fair or reliable results due to variations in datasets, preprocessing pipelines, features, and classifiers employed in each study. Additionally, the absence of deep learning techniques in our methodology is another limitation. Deep learning has shown promising results in various classification tasks, including medical image analysis, and its exploration could offer further improvements in the accuracy and robustness of the classification model. It is our intention to address these limitations in a future work, where we plan to include comparative analyses and explore the integration of deep learning methods to enhance the classification performance.

4. Conclusions

In this paper, we explore the application of EEG data for the classification of ADHD subjects and healthy controls. Leveraging machine learning techniques, we aimed to enhance the accuracy of ADHD diagnosis by exploiting distinctive neural patterns captured through EEG recordings. Our study uncovered several key findings that shed light on the potential of EEG-based classification in ADHD research. Through comprehensive analysis, we demonstrated the effectiveness of various classifiers, including SVM, RF, DT, AdaBoost, Naive Bayes, and LDA, in distinguishing between ADHD and healthy control groups. Notably, the Naive Bayes classifier achieved a sufficient accuracy of 84% when considering specific combinations of brain regions. This highlights the discriminatory power of EEG data in revealing patterns associated with ADHD. Furthermore, our investigation into regional contributions revealed the significant impact of hemisphere-specific EEG data on classification performance. We observed higher AUC values in the right hemisphere, particularly with the SVM and Naive Bayes classifiers. This supports the notion that EEG data from specific brain regions can provide valuable insights into ADHD-related neural activity. The exploration of combined hemisphere data highlighted the potential of the RF classifier, which achieved a promising AUC of 72.7%. This finding underscores the importance of selecting appropriate classifiers and brain regions to maximize classification accuracy. While these classifiers have shown promising performance in previous studies and are well-suited for capturing complex relationships within the data, we acknowledge that neural networks, especially deep learning models, have gained significant attention in recent years for their capacity to learn intricate patterns in large and complex datasets. However, due to the relatively smaller size of our dataset and the interpretability offered by traditional classifiers, we opted to focus on them for our current investigation. In summary, this research advances our understanding of EEG-based ADHD classification by demonstrating the efficacy of distinct classifiers and brain region combinations. Nu-
merous intriguing directions remain open for future explorations. Firstly, the integration of advanced machine learning techniques, such as deep learning models like convolutional neural networks (CNNs) and recurrent neural networks (RNNs), could potentially yield even more accurate and robust classification results. Additionally, the incorporation of multi-modal data, combining EEG with other physiological or behavioral measures, could provide a more comprehensive understanding of ADHD-related neural patterns. Furthermore, exploring the generalizability of our findings to larger and more diverse populations could enhance the clinical applicability of our approach. These approaches show potential for improving ADHD diagnosis methods and enhancing our knowledge of neurodevelopmental disorders.
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