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Abstract: Small and medium-sized enterprises (SMEs) in manufacturing are increasingly facing
challenges of digital transformation and a shift towards cloud-based solutions to leveraging artificial
intelligence (AI) or, more specifically, machine learning (ML) services. Although literature covers
a variety of frameworks related to the adaptation of cloud solutions, cloud-based ML solutions in
SMEs are not yet widespread, and an end-to-end process for ML cloud service selection is lacking.
The purpose of this paper is to present a systematic selection process of ML cloud services for
manufacturing SMEs. Following a design science research approach, including a literature review
and qualitative expert interviews, as well as a case study of a German manufacturing SME, this paper
presents a four-step process to select ML cloud services for SMEs based on an analytic hierarchy
process. We identified 24 evaluation criteria for ML cloud services relevant for SMEs by merging
knowledge from manufacturing, cloud computing, and ML with practical aspects. The paper provides
an interdisciplinary, hands-on, and easy-to-understand decision support system that lowers the
barriers to the adoption of ML cloud services and supports digital transformation in manufacturing
SMEs. The application in other practical use cases to support SMEs and simultaneously further
development is advocated.

Keywords: SME; cloud computing; machine learning; service selection problem; manufacturing;
decision support system (DSS); analytic hierarchy process (AHP)

1. Introduction

As part of the fourth industrial revolution and the associated digitalization of pro-
duction, data, things, and processes are becoming more and more interconnected [1]. The
increasing connectivity is based on the Internet of Things (IoT), which is characterized by
integrating technology-enabled physical objects into a cyber-physical network [2]. The
integration of cyber-physical production systems (CPPS) allows for the extraction of process
data and, consequently, lays the foundation for a smart, interconnected, and sustainable
manufacturing ecosystem [3]. Ongoing digitalization and the implementation of CPPS in
factories lead to the generation of large amounts of data [4,5]. Connecting machines with
IoT technology and services connecting physical processes with digital services enable
data processing and analytics. In this context, methods for analyzing large and hetero-
geneous datasets are vital competencies necessary for a more efficient production [6]. By
enabling machines to extract, process, and send data, large quantities of datasets can be
made available for applications based on artificial intelligence (AI) [7]. Al techniques,
especially machine learning (ML), are suitable for realizing intelligent systems, ensuring
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continuous process optimization, and transforming more sustainable energy usage in man-
ufacturing [8]. In theory, Al, which is often considered as automation of rational behavior,
facilitates various use cases such as quality improvement, process control, demand plan-
ning, or logistics [9,10]. In practice, integrating Al systems still poses major challenges for
manufacturing companies, especially in the fields of data quality, data processing, model
selection, and cybersecurity [11].

Particularly for small and medium-sized enterprises (SME), implementing new digital
solutions, such as Al systems, is often associated with challenges and, therefore, is not
widespread [12]. SMEs are defined by the European Commission as companies with fewer
than 250 employees and a turnover of less than €50 million or €43 million in revenue,
although other definitions exist worldwide [13]. They can further be divided into micro-,
small-, and medium-sized enterprises. In this paper, we only consider small and medium-
sized enterprises with more than ten employees, following the definition of the European
Commission. With more than 99% of EU employees working in SMEs, SMEs are considered
the backbone of the European economy and are particularly important [14]. Besides a lack
of knowledge in data science, SMEs often lack a sufficient infrastructure to implement new
technologies [15]. To drive digitalization and enable the use of new digital tools, SMEs can
leverage cloud-based solutions [16]. Cloud computing provides on-demand availability
of IT resources such as infrastructure connecting company-related resources with cloud
providers, enabling access to cloud-based Al services for analyzing data. In addition to the
many advantages of cloud computing, SMEs face numerous challenges when migrating to
the cloud [17]. They include difficulties assessing the suitability of different cloud providers
and the integration of cloud services into the company’s IT and enterprise architecture [18].
On the one hand, SMEs are challenged to identify criteria that need to be considered when
selecting a cloud provider or service. On the other hand, there is a lack of practical and
easy-to-use selection processes supporting the multi-criteria decision problem. Moreover,
the vast variety of cloud providers and services is confusing, and a successful selection
without assistance is complex. A decision support system (DSS) can help SMEs identify a
cloud solution that fits the company’s needs [19]. To change towards a more sustainable
production by increasing energy efficiency and flexibility, SMEs in the manufacturing sector
have to adapt to new technologies such as the ML services that numerous cloud providers
supply. Although the starting point is well-known, companies still find it challenging to
migrate to the cloud and implement cloud-based services [18]. However, there is a lack of
studies facilitating this specific selection process. Current research is limited to publications
that identify and evaluate the requirements of companies regarding cloud computing,
whereas an applicable DSS is missing. To close this gap, the purpose and objective of this
study are to develop a tool that enables small and medium-sized manufacturing companies
to select an appropriate cloud-based machine learning service. Thereby, we assume as our
hypothesis that SME manufacturing companies can systematically select a cloud-based
machine learning service.

We, therefore, identify the various requirements of SMEs on the topic of cloud com-
puting. For this purpose, related publications evaluating the current state of the art are
investigated. As a result of this process, we derive a multilevel criteria catalog, summariz-
ing the various requirements of SMEs regarding cloud computing. The derived multilevel
criteria catalog is combined with a systematic selection process based on the analytic hierar-
chy process (AHP) initially introduced by Saaty [20]. Consequently, a DSS, facilitating the
selection of a suitable ML cloud service following a design science research (DSR) approach,
is developed. To ensure reliable results, the artifact is validated by conducting a case study
of a German manufacturing SME that aims for more sustainable production by selecting a
suitable cloud-based ML service that enables energy efficiency and flexibility measures.

With our designed DSS, we contribute to the theoretical body of research and practice
by providing an approach that enables manufacturing SMEs to systematically select ML
cloud services based on a comparable starting point. Although applying the AHP to
facilitate multi-criteria decision problems known from other research fields, an exaptation
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is created, extending design knowledge to a new and relevant problem [21]. Moreover,
the extension of design knowledge into the field of cloud computing is nontrivial and
adds value for the following reasons: (1) Although adopting cloud services in an industrial
environment is established in theory, practical approaches on how to select a suitable
ML cloud service are still scarce since this research paper is among the first to develop a
practical DSS for this exact case study. By providing the developed artifact, a selection of
cloud services and a contribution to the digital transformation of manufacturing SMEs is
possible. (2) Applying the AHP and the derived multilevel criteria catalog enables SMEs to
systematically select the right cloud provider related to the defined requirements. (3) We
provide an interdisciplinary and hands-on artifact by merging knowledge from different
domains such as manufacturing, cloud computing, and ML, with practical aspects using
IS research methods. Through the structured and easy-to-understand DSS, the reduction
of existing barriers in practice is achievable, therefore increasing the acceptance for the
adoption of ML cloud services by manufacturing SMEs.

This paper is organized as follows: Section 2 presents the findings of a literature review
outlining the underlying topics of cloud computing and ML for SMEs, thereby elaborating
on existing approaches and comparing state-of-the-art concepts. In Section 3, the paper’s
research method is presented. Section 4 comprises the designed artifact, a four-step DSS
facilitating manufacturing SMEs” ML cloud service selection. Section 5 demonstrates the
designed artifact, with a practical case study of a German SMEfor the utilization of the DSS
to select a suitable ML cloud service. Based on the findings from the case study, we discuss
the developed artifact and its limitations in Section 6, before the conclusion in Section 7.

2. Related Work
2.1. Cloud Computing for SMEs

Today’s companies are subject to constant change caused by volatile markets and the
associated increase in global market pressure [22]. In times of advancing digitization, small
and medium-sized manufacturing companies are increasingly interested in leveraging
modern technologies such as Al to increase value creation in their operations and thus
remain competitive [23]. Since SMEs generally often lack the resources, infrastructure, and
knowledge to introduce Al Systems, the use of cloud-based services from companies such
as Google, Amazon, Microsoft, and IBM offers a reasonable alternative [18,24-27].

In manufacturing, the adoption of cloud computing offers the potential to improve
traditional processes, thus moving into an era of smart manufacturing with more agile,
scalable, and efficient processes. The basic idea behind cloud computing is to enable
demand-oriented access to various computing resources with high reliability, scalability
and, availability in a distributed environment [25]. Cloud-based services and products
can be flexibly booked, scaled, and rereleased with little effort [28]. Three different service
delivery models can be distinguished [29]. Infrastructure-as-a-Service (laaS) enables the
utilization of IT infrastructure eliminating the need for investing in building and managing
IT systems [17]. Platform-as-a-Service (PaaS) provides users with an environment that
enables the development, testing and deployment of applications, accelerating application
development by simplifying many process steps [30]. Software-as-a-Service (SaaS) offers
a complete product managed and run by cloud providers. Since essential know-how or
other resources are not sufficiently available, SMEs often fail to implement technologies
such as Al Since cloud providers recognize this problem, several cloud-based Al platforms
now exist on the market to support companies in implementing Al use cases [31]. In the
context of this work, cloud-based Al platforms are Machine Learning as a Service (MLaaS)
solutions. As with SaaS or IaaS, MLaa$S solutions provide services necessary for ML on
demand. MLaaS solutions provide storage, computing capacity, algorithms, and more,
over the cloud [23].

While large companies have quickly adopted cloud computing, many SMEs are still
contemplating migrating to the cloud [32-34]. Even though cloud computing has been
around for many years, the migration to the cloud still implies various challenges such
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as data privacy, compliance, reliability, and performance issues that SMEs need to con-
sider [35,36]. Moreover, overcoming overarching issues such as the resistance towards new
technologies, missing internal skills, and the doubt about the benefits of cloud computing
are of great importance, too [18]. Thus, SMEs do not yet realize the full potential of ML
because of existing barriers and challenges to implementation. This translates into an
implementation gap in practice and provides research opportunities that are not yet stud-
ied sufficiently. The advantages of cloud computing include the rapid integration of new
systems and the reduction of capital expenditure based on the usage-based billing of many
cloud services [18]. Other benefits include increased availability and performance of IT sys-
tems contributing to better productivity and flexibility of the corresponding organization
(Metzger et al. 2011).

2.2. Existing Approaches for Cloud Service Selection

Adopting new technologies such as cloud computing is a complex and challenging
course [37]. While research acknowledges this issue, the existing literature generally focuses
on deriving requirements and criteria for adopting cloud solutions [18,26,35,38,39]. Even
though these studies are dedicated to providing a vital assessment foundation, they lack
to introduce a practical decision support system, which enables systematic selection of a
suitable cloud service based on the underlying requirements and criteria. Consequently,
the resulting uncertainty due to a lack of knowledge when evaluating different providers is
a hurdle for risk-averse decision-makers in SMEs [40-42]. Furthermore, some studies focus
on generic criteria, whereas others identify specific criteria for SMEs. Repschlédger et al. [19]
derive a methodology to support the decision-making process for cloud customers using
the AHP. The procedure includes four phases: (1) structuring the cloud provider selection
problem; (2) measurement and data collection; (3) determining normalized weights; and
(4) finding a solution to the selection problem. By applying this process, the authors
derive 62 criteria regarding cloud provider selection and prioritize them based on common
and non-critical processes and services such as human resource management. However,
this is in contrast to the critical processes present in manufacturing, which have special
requirements, for example, in terms of reliability and compliance with logistical targets [7].
Further limitations of the study conducted by Repschlédger et al. [19], include an unspecific,
and thus unpractical, assortment of criteria complicating the assessment of suitable cloud
solutions for SMEs and the absence of a comprehensive system enabling the systematic
selection of cloud services from end-to-end. Moreover, the current literature depicts that
research focuses on generic cloud services and neglects the specific requirements necessary
for ML cloud services, representing a barrier for SMEs. Furthermore, the procedure of
evaluating and rating cloud services and decision-making based on a practical case is still
pending, which necessitates a DSS that details the end-to-end process of ML cloud service
selection for SMEs.

2.3. ML in Manufacturing

Continuous improvement and optimization of processes are key requirements of
manufacturing companies to stay competitive [43]. Due to the integration of smart devices
and machines in modern production sites, large amounts of data are generated that need to
be stored, processed, and analyzed to extract value from the data thus creating a beneficial
advantage [44]. Today, technologies related to Al or ML are increasingly utilized to analyze
large and heterogeneous datasets [45]. ML is a subfield of artificial intelligence which
enables computer systems to recognize correlations from data, thereby making human-like
decisions without defined rules [46]. ML is based on the generalization of knowledge
from data and can be realized with different methods such as classification, clustering,
regression, and anomaly detection [47]. The basis for a successful implementation of ML
models is suitable algorithms and large amounts of high-quality datasets. Depending on
the quality of the available data, the prediction accuracy of ML models varies [48], thus
requiring use of case-specific ML models [49]. In general, three categories of ML can be
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distinguished, two of which are common in cloud computing [50]. These categories can be
distinguished according to how the models learn from the data. In supervised learning,
models are trained with historical data that has already been classified by an external source
and used for reproducing classifiers [31]. Unsupervised learning is characterized by the
context that no outcome values are known. Thus, the ML algorithms process input data to
gain insights by themselves [51]. While unsupervised learning is often used in grouping
similar cases with an unclear definition of classes, supervised learning enables classifying
cases according to predefined classes [10,52].

To ensure the long-term success of SMEs in the manufacturing sector, efficient and
flexible energy use is crucial [53,54]. Some key incentives for contributing to the sustainable
development of the manufacturing industry include rising energy costs, ever-stricter envi-
ronmental statutes, and ethical and moral obligations [55-57]. To overcome these challenges
and enable more sustainable manufacturing, an increasing level of ML is used [58]. The
analysis of datasets utilizing ML enables numerous application opportunities and great
optimization potential for industrial processes [59,60]. Existing solutions can be made
more efficient and effective by deploying ML-based applications while new solutions are
provided [7]. In manufacturing, ML can enable time and cost savings and increased quality
and waste reduction. Typical use cases range from demand-side management (DSM) to
process control, condition, monitoring, and predictive maintenance, enabling the contin-
uous improvement of key performance indicators in manufacturing [8,61,62]. To supply
high-quality reliable products, ML can be utilized to facilitate predictive model-based
quality inspection, significantly reducing inspection volumes and generating economic
advantages for manufacturing companies [63,64]. In order to leverage the diverse ML
use cases in manufacturing SMEs and the associated efficiency gains, it is important that
SMEs can identify their optimal service provider in a structured manner. However, ML
applications are not yet widespread in manufacturing SMEs, and Al experiments and use
cases are sporadic [7].

3. Research Method

Following the work of Gregor and Hevner [21], we organized research in this paper
by the design science approach in information systems, combining research methods from
engineering, economics, social science, and computer science [65]. This problem-solving
approach is based on relevance and rigor, combining practical needs from a business
environment with theoretical knowledge, thus contributing to IS research [66]. In line
with this approach, our paper aims to contribute to the research gap by developing an
artifact, a DSS facilitating the selection of an ML service for manufacturing SMEs. Non-
existing DSS characterizes the relevance of our research for ML cloud service selection
in manufacturing SMEs. To achieve rigor, the reliance on the appropriate application of
theoretical foundations and methodologies is necessary. By merging theory and practice,
the developed relevant artifact is based on the framework illustrated in Figure 1.

We adopted the design science research methodology (DSRM) initially introduced
by Peffers et al. [67], consisting of the following six phases: problem identification, the
definition of objectives, design and development, demonstration, evaluation, and commu-
nication. The DSRM is subsequently tailored to fit our specific artifact. Consequently, all
steps are not included strictly as proposed. In accordance with the DSRM, Figure 1 provides
a custom end-to-end overview of our research design. The first phase requires defining the
specific research problem founded on the business environment and application domain
and justifying the value of the proposed artifact (1). As outlined in the introduction, the
adoption of cloud computing offers huge potential for SMEs by enabling the integration of
new digital solutions such as ML, consequently setting the foundation for more sustainable
manufacturing procedures. Therefore, in practice, a DSS that facilitates the systematic
selection process of ML cloud services is highly needed. Our research addresses this gap,
thus serving as a basis for SMEs’ successful selection of cloud services in the manufacturing
industry. In the second phase (2), the knowledge foundation is identified, enabling our
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artifact’s development, based on the relevant literature and methods. Based on the work of
Gregor and Hevner [21], the existing knowledge foundation and appropriate methods such
as the AHP and expert interviews are used, thereby contributing an exaptation to the IS
research. The sample size of the questionnaire is six, including expertise ranging from Al
and manufacturing to project management in SMEs. The survey was conducted utilizing
a structured questionnaire, which was sent to the corresponding experts by mail. The
design and development phase includes creating and demonstrating the artifact (3) [67].
To support this process and at the same time derive relevant requirements and criteria
enabling the decision process, the semi-structured literature research is conducted in the
databases Google Scholar, ScienceDirect, Scopus, SpringerLink, Researchgate, and IEEE

Zai

Xplore, searching for “cloud computing”, “SME”, “vendor selection”, “evaluation crite-
ria”, “requirements”, “framework”, “criteria catalog”, “cloud services”, and “ML cloud
services”. Based on the extracted criteria and the resulting criteria catalog, the designed
artifact following the AHP approach is described in the next section. After several iterations
of designing and optimizing our artifact, we conducted a case study to demonstrate our
artifact. We applied our DSS to solve the underlying problem of systematically selecting
an ML cloud service for SMEs. By communicating our results to researchers and other
appropriate audiences, such as practicing professionals in manufacturing SMEs, the artifact
aims to add to the existing knowledge base, thus enabling integration of the DSS in the
business environment (4).

Design Science Research Knowledge Foundation

@ Application Domain Development @) Literature

Enﬁrﬁn@ent= i SLEEGT sysiemior GNIRS about ML cloud services
Small and medium-sized
manufacturing company Business Applicable Integration of MLaa$ for
Technologies: Needs Assess @ Refine | Knowledge | systainable manufacture
Cloud Computing > <
Machine Learning Methodology

Applications:
Sustainable manufacture

ML cloud service decision Requirements of SMEs

Evaluation Analytic Hierarchy Process

Validation with a use case

] : Expert Interviews
based on expert interviews

(1) f

Application in the Business Environment N/ Addition to the existing Knowledge Base

Figure 1. The research framework of this paper (derived from [65]).

Analytic Hierarchy Process

The selection of an ML cloud service is a complex process in which many different
influencing factors must be considered. While various methods enabling a systematic
decision-making process can be found in literature, one approach proven to be useful is the
AHP [19]. In contrast to other methods such as the utility analysis, the AHP offers benefits
due to its increased transparency of the decision-making situation and the possibility that
quantitative and qualitative data can be considered. Furthermore, the AHP can easily
be understood and applied by operating managers, enabling decision-makers to reach a
consensus [20]. The AHP has been developed for solving multi-criteria decision problems
following the approach that a problem can be structured hierarchically to simplify complex
decision-making. For this purpose, the criteria of the decision problem are reconciled
and presented as a hierarchy. Elements of this hierarchy can be divided into groups and
compared pairwise on each level. The results are translated into pairwise comparison judg-
ment matrices (PCJM), enabling the determination of normalized weights, thus indicating
the importance of the criteria. By utilizing the AHP, decision-makers can systematically
break down the underlying decision problem, determine the priorities of the criteria, and
compare numerous providers effectively to select the best suited [68].
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4. Designed Artifact

In the context of this work, the approach of the AHP was adopted for the underlying
objective: to investigate the suitability of cloud providers and their ML services for opti-
mizing energy efficiency and flexibility. By utilizing DSR, a system (Figure 2) is designed
following Godse and Mulik [69] and Tam and Tummala [68]. In their studies, the authors
use the AHP to solve a complex provider selection problem. The approach involves the
creation of a hierarchy that breaks down the decision problem into several levels. Based on
the hierarchy, an evaluation of providers is conducted where different evaluation methods
are being used. This is followed by pairwise comparison of two elements of each hierarchy
level, enabling the criteria’s weighting and determining their importance. Finally, based on
the evaluation results and the weighted criteria, the decision-making process takes place.
The described four-step process is the starting point for complex decision problems and
can be applied to many scenarios. In the context of this work, the described approach is
used to design an artifact that enables the selection of suitable ML cloud services for SMEs.
The four-stage DSS for machine learning cloud service selection is shown in Figure 2.

Step 1: Step 2: Step 3: Step 4:
Decision Problem Structuring Cloud Service Evaluation Criteria Catalog Weighting Decision Making Process
Cloud Service Selection Evaluating Cloud Services Weighting of the Criteria Perform Decision Making
= b A B C a > b 2
B /\ e g &
al | 2 |y ® O G|E-E - c
sy o AR !
LI el 2" @ @ @ 1r>2r37<4/57<6r7r<8r
4 4 4 4 4 4 4 4

Figure 2. DSS for machine learning cloud service selection of manufacturing SMEs (based on [20]).
Exemplary target dimensions a and b with respective requirement categories al, a2, b1, b2 and
evaluation criteria 1, 2, 3, etc. for machine learning cloud services A, B, and C.

The presented artifact is customizable regarding the case offering an interdisciplinary
approach that decision-makers of various SMEs can adopt. Whereas the results of steps 2,
3, and 4 are highly dependent on the implementing company and underlying case study,
the structuring of the decision problem is generally valid for all SMEs. It can, therefore,
be adopted for different use cases. For applying the DSS, the role of the decision-makers
needs to be assigned to set assumptions and model the preferences accordingly.

Decision Process

In our artifact, we suggest a four-step DSS following the AHP introduced by Saaty [20].
First, the decision problem is structured (Step 1). During this process, a complex problem
is decomposed and modeled as a hierarchical catalog (cf. Table 1) consisting of the goal,
criteria, and subcriteria. The goal of our problem is the selection of a fitting ML cloud service.
This goal is placed on the first level of the four-level hierarchy. The second level contains
target dimensions. The target dimensions can be broken down and comprise different
requirement categories placed on the third level. The fourth hierarchy level comprises
evaluation criteria enabling the assessment of cloud providers and the associated services.
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Table 1. Four-level criteria catalog for the machine learning cloud service selection (based on [19]).

Level 1: Level 2: Level 3: Level 4:
Goal Target Dimension Requirement Category Evaluation Criteria
. . Data center security
Security architecture Cloud security
IT Security . Data residence
Compliance . e
Compliance certifications
Data protection Conformity with the GDPR
Vend tati
Trustworthiness Verigo;) I;rI:r}l)su :r:r)lr;
Reliability parency
Service promise Service level agreements
Redundancy Geo-Redundancy
Cloud management Support CTeChmca'%c B t
Machine Learning Cloud & ommunity Suppor
Service Selection Service Free trial version
. Frameworks and SDKs
Interoperability
Flexibility Developer tools (IDEs)
- Data migration
P 1
ortability Data portability
Payment method Payment model
Billing model
Costs
Pricing model . Pricing
Price transparency
Service design
Usability Usability
Performance Customizability
Functionality Service functionality

Based on the criteria derived in the initial step of the decision process, the providers
can be evaluated (Step 2). This step differs from the usual AHP approach in that an
independent rating scale is used. As suggested by Liberatore et al. [70], a five-point rating
scale of outstanding (O), good (G), average (A), fair (F), and poor (P) is adopted. The
respective priority weights for O, G, A, F, and P are determined as 0.503, 0.261, 0.134, 0.068,
and 0.034, following the pairwise comparison approach introduced by Saaty [20]. The
main reason for adopting this rating scale is the extensive scope of evaluating numerous
criteria. The evaluation of cloud services involves many details consisting of many criteria.
Therefore, adopting pairwise comparison to evaluate and rate cloud services regarding
every criterion is too difficult and time-consuming. The use of the rating scale introduced
by Liberatore et al. [70] can eliminate the difficulties, as the rating of the cloud services can
be conducted without direct comparison. The next step of the decision process comprises
weighting the criteria (Step 3). This step aims to compare the importance of the numerous
criteria of the hierarchy (cf. Table 1), determining the importance of the respective elements
regarding the attributes of the next higher hierarchy level. With this, the different criteria
are plotted in matrices and compared in pairs. Following the approach of Saaty [20], this
pairwise comparison is conducted for every hierarchy level, resulting in local weights. After
the local weights of all hierarchy levels have been determined, the global weights of the
evaluation criteria can be calculated. Therefore, the local weights of the target dimensions
are multiplied with the local weights of the requirement categories. The results are then
multiplied with the local weights of the evaluation criteria on the third level. The decision-
making is the final step of the DSS (Step 4). In this phase, the results of the upstream
steps are combined, enabling the selection of a suitable ML cloud service. To do so, the
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global weights of the evaluation criteria are offset against the results of the provider rating
resulting in provider-specific results. Finally, the results can be compared to identify a
suitable cloud service.

5. Case Study (Validation)

In the following, the functionality of the DSS is shown (Figure 2) by validating our
artifact by conducting a case study of a medium-sized German manufacturing company
that produces magnesium-casting parts. As part of the strategy, the company wants to
implement energy efficiency and flexibility measures, thereby migrating to the cloud to
enable DSM with the help of an ML cloud service. The company’s focus is on ML applica-
tions to predict future energy consumption on different time horizons, detect anomalies
in energy consumption, and identify individual consumers in energy consumption via
methods of non-intrusive load monitoring to initiate subsequent steps towards a more
energy-efficient and flexible production. As part of a pre-selection process, three relevant
cloud providers and their respective ML services were identified with the market share
criteria, the scope of the cloud service portfolio, and the extent of the free trial version
being the focus. Within the context of this process, the providers” Amazon Web Services
(AWS) and Microsoft Azure (Azure), as well as Google Cloud Platform (GCP) and their
ML services Amazon SageMaker, Azure ML, and Google Al platform, were found to be
suitable for the framework of the case study.

5.1. Decision Problem (DSS Step 1)

To solve the decision problem of selecting a fitting ML service, it is necessary to define
a hierarchical catalog of criteria. Various scientific studies deal with the adoption of cloud
solutions and have identified superior and inferior criteria for this process. Following the
semi-structured literature review described in Section 3 of this paper, various scientific
studies were identified that derive selection criteria for SMEs (cf. [16,18,35,38,71]). Through
the exchange with six Al and manufacturing experts from research and practice, the criteria
were evaluated to check for completeness and relevance for the framework of this study,
making the different characteristics of the eligible cloud providers and ML services as
tangible as possible. While some criteria have a clear quantitative character, others can only
be measured on a subjective and qualitative level. Yet, they are still considered to provide a
holistic view.

Based on many preliminary studies and expert interviews, we were able to identify
factors that can be classified as important. Although many different evaluation criteria
could be identified, not all of them are considered in the context of this study as only
those criteria will be adopted that show great importance for the objective of this work,
accordingly, focusing on the selection process of machine learning cloud services for
manufacturing SMEs. Based on the literature analysis, a four-level hierarchy emerges,
which is presented in Table 1. In total, 6 target dimensions, 14 requirement categories, and
24 evaluation criteria were identified.

The above-identified four-level hierarchy consists of relevant criteria and subcriteria
used for the subsequent steps of the decision process. Six target dimensions mainly
influence the selection of cloud services. Everything related to the protection and safety of
the services and data is considered in the “IT-security” target dimension. The selection of
cloud services is linked to rigorous requirements in privacy, data protection, and compliance.
Companies need to ensure that their data and applications in the cloud meet the security
requirements [17]. The “reliability” target dimension covers the availability and quality
of cloud services. By migrating processes to the cloud, companies run the risk that these
processes are linked to the reliability of the corresponding cloud provider [29]. Moreover,
the permanent availability of the data and applications must be guaranteed [38]. The “cloud
management” dimension comprises aspects the service provider carries out to enable a
smooth operation of the various services [35]. This includes aspects necessary for the cloud
management and maintenance of the relationship between client and provider [72]. When
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migrating to the cloud, companies seek “flexibility”. The use of cloud computing enables
companies to be more agile, thus responding quickly to changing capacity requirements
and market pressure [73]. The economic aspects are represented by the target dimension
“costs”. The decisive factor here is whether cloud services offer cost advantages over
traditional IT solutions. The last dimension comprises the “performance” aspect. When
selecting a provider, knowledge of the scope and performance of the cloud services is
crucial [74]. Companies need to know how well their applications perform on the different
services and whether the resulting performance meets their expectations [39].

5.2. Service Evaluation (DSS Step 2)

To rate the above-mentioned cloud providers and services, thus enabling the decision-
making in step 4, an evaluation regarding the most specific criteria on the fourth level
of the hierarchy (cf. Table 1) is performed. Following a two-step approach, necessary
information regarding the evaluation criteria (e.g., the usability of AWS SageMaker) is
gathered and assessed, enabling cloud service rating based on the established scale of
outstanding (O), good (G), average (A), fair (F), and poor (P). The first step of the evaluation
includes extensive Internet research, where the websites of the various cloud providers
are examined. The available information is analyzed, providing a foundation for rating
the objective criteria such as data center security. In a second step, the associated ML
services are evaluated using the free trial contingents to examine exemplary data, thereby
gathering information on the service, providing a basis for rating the subjective criteria
such as usability. While the second evaluation step is more time-consuming and requires
more effort by the decision-makers, it is necessary to gather information about criteria that
the Internet research does not provide. The two-step evaluation process mainly refers to
the examination of the ML services. Since some aspects, such as the data center security,
are provider-related criteria, assessing the ML services is not always possible. Due to this
circumstance, the cloud provider itself is examined and rated in some instances. However,
since the ML services are hosted on the cloud providers’ infrastructure and our research
follows a holistic approach, evaluating these criteria is relevant and can be considered
part of the examination and the subsequent decision-making procedure. Since the service
evaluation is partially based on a subjective and qualitative assessment and is, therefore,
susceptible to an evaluation bias, the results are not listed in this section but considered in
the decision-making process (Step 4).

5.3. Criteria Weighting (DSS Step 3)

The decision to select a cloud service is highly dependent on the context-specific
customer requirements reflected in the prioritization and weighting of decision criteria [19].
In the context of this work, two employees from the SME with domain expertise weighted
the criteria regarding a cloud service selection based on the described scenario. To overcome
problems of assessing decision matrices, the experts were first trained on the AHP principles
before mailing them the questionnaires with short definitions of each criterion, enabling the
criteria catalog’s weighting. Based on the underlying case study, the experts independently
performed pairwise comparison, thereby providing numeric ratings for each of the criteria
based on the scale implemented by Saaty [20]. After the experts edited the decision matrices,
the corresponding PCJM’s were evaluated, resulting in local weightings of every hierarchy
element. The corresponding matrices can be found in Appendix A and are the basis for
weighting the criteria catalog (cf. Table 2).
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Table 2. Priority weighting of the criteria catalog based on expert interviews.

Target Local Requirement Local Evaluation Local Global
Dimension Weight Category Weight Criteria Weight Weight
Security 0.29 Data center security 0.17 0.0134
architecture ’ Cloud security 0.83 0.0655
IT Security 0.272 . Data residence 0.5 0.0082
Compliance 0.06 Compliance certifications 0.5 0.0082
Data protection 0.65 GDPR conformity 1 0.1768
. Vendor reputation 0.5 0.0516
Trustworthiness 06 Vendor transparency 0.5 0.0516
Reliability 0.172 Service promise 0.2 Service level agreements 1 0.0344
Redundancy 0.2 Geo redundancy 1 0.0344
Support 0.75 Techmca}l support 0.5 0.0158
Cloud management 0.042 Community Support 0.5 0.0158
Service 0.25 Free trial version 1 0.0105
. Frameworks and SDK 0.25 0.0245
Interoperability 0.83 Developer tools (IDE) 0.75 0.0735
Flexibility 0.118 o 0.83 0.0166
- ata migration . .
Portability 0.17 Data portability 0.17 0.0034
Payment 05 Payment model 0.17 0.0194
method : Billing model 0.83 0.0946
Costs 0.228 ..
Pricing model 05 Pricing 0.25 0.0285
Price transparency 0.75 0.0855
Service Design 0.22 0.0307
Usability 0.83 Usability 0.45 0.0627
Performance 0.168 Customizability 0.33 0.0460
Functionality 0.17 Service functionality 1 0.0286

For example, all six experts rated the importance of the target dimensions on the first
level of the criteria catalog, with IT security earning a local weight (LW) of 0.272, which was
arrived at by assessing the PCJM (cf. Table A1) that comprises the mean of the six ratings
according to the procedure introduced by Saaty [20]. Subsequently, the global weights
(GW) of the evaluation criteria were calculated following equation 1 described below:

GWeEvaluation Criteria = LWTarget Dimension X LWRequirement Category X LWEvatuation Criteria (1)

Exemplarily, the GW of data center security (0.0134) was calculated by multiplying
the LW of IT security (0.272) with the LW of security architecture (0.29) and the LW of data
center security (0.17). Accordingly, higher values of weights refer to a higher importance of
the respective criteria. Based on the results of the expert interviews and the evaluation of
the corresponding PCJMs, Table 2 provides the weighted criteria catalog:

The results illustrated in Table 2 indicate the importance of the superior and inferior
criteria regarding the case study. On a higher level, represented by target dimensions,
we observe that the selection of cloud-based ML services for this case study is mainly
influenced by IT security aspects, suggesting that for SMEs in manufacturing, the protection
of sensitive process data is of great importance. Furthermore, cloud security and conformity
with the General Data Protection Regulation (GDPR) are considered critical for companies
located in the European Union, which supports the findings of a survey conducted by Pols
and Heidkamp [16]. Moreover, the importance of the specific costs, the associated billing
model, and the price transparency of the ML services is high, which can be attributed to the
necessity to estimate the cost-saving potential of the IT department [19]. According to the
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experts, an important aspect is the reliability of ML services, which manifests itself in the
reputation and transparency of the provider and the promised service reliability defined in
service level agreements. In conformity with the existing literature [7,75], the results of the
expert interviews indicate that the integration of Al systems, such as anomaly detection in
energy consumption, is closely linked to the service performance and associated criteria
such as service usability. According to the experts” assessment, from a flexibility point of
view, this is a widespread perception. While developer tools (IDEs) are important for this
case study, other criteria, such as data portability or data migration, rank on the bottom of
the priority list. According to the results, cloud management criteria such as available free
trial versions are irrelevant.

5.4. Decision Making (DSS Step 4)

The last step of the decision process, illustrated in Table 3, comprises the decision-
making, thus identifying the most suitable cloud-based ML service to satisfy the goals
and objectives of the case study. Since the results are based on an individual application
example, which is reflected in the weighting of the evaluation criteria (cf. DSS Step 3) and
the evaluated ML services (cf. DSS Step 2), the result is only meaningful for this specific case
study. It, therefore, must be adapted if the objectives change or other ML services should
be considered. To conduct decision-making, the results of the criteria weighting (cf. Table 2)
and the service evaluation results are offset with each other. Therefore, the global weight
of each evaluation criteria is multiplied by the weighted service score identified in the
evaluation process. For reasons of clarity, the partial results of each evaluation criteria are
added up and assigned to the respective target dimension. Accordingly, the various scores
are summed up and normalized, enabling decision-makers to identify the most suitable
ML cloud service for this case study by indicating the service with the highest score.

Table 3. Decision matrix enabling the identification of the most-suited ML cloud service.

Target Dimension AWS SageMaker Azure ML GCP AI Platform
Score Score Score
IT Security 0.0508 0.0508 0.0473
Reliability 0.0658 0.0783 0.034
Cloud management 0.0147 0.0173 0.0095
Flexibility 0.0578 0.0356 0.0503
Costs 0.0868 0.0664 0.0249
Performance 0.03 0.0664 0.0344
Y. Score 0.3059 0.3148 0.2004
Normalized Score 0.3725 0.3834 0.2441

Based on the normalized scores illustrated in Table 3, Microsoft’s Azure ML had the
highest score of the three services and, therefore, is the most fitting for meeting the specific
goals described in this case study. To achieve a more flexible and efficient energy use
in production by applying DSM, the SME should prioritize the use of Azure ML. The
second-best ML service is AWS SageMaker, which performed almost as well as Azure.
Therefore, GCP’s Al Platform has the lowest overall score and is least suitable for this
case study. When aggregated, the results provide an accessible overview of which cloud
service offers the best solution for each target dimension. As detailed in Table 2, IT security
aspects as well as cost, reliability, and performance features are driving factors when
identifying a suitable ML service based on the presented case study. As indicated in Table 3,
Azure ML offers the best solution for three of the four most influential target dimensions,
namely reliability, performance, and IT security. It is considered the most suitable in this
context. Especially in terms of IT security, which is a key requirement for companies in
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manufacturing, AWS SageMaker is on the same level as Azure ML, convinces with the
best cost and flexibility rating, and, thus, can be considered a good alternative. In terms of
the ranking illustrated in Table 3, Google’s Al Platform is inferior to its competitors in all
respective target dimensions and, therefore, cannot be recommended for the SME.

6. Discussion

This section discusses the case study results before evaluating the developed DSS in
general and deriving limitations and prospects for further research. Three focal points
were identified. First, because of the specificity of the underlying case study and the
corresponding weighting of the criteria as well as the lack of studies, when identifying
a suitable ML service for manufacturing SMEs, the intention is not to conduct a holistic
discussion on whether Azure ML is a widespread and satisfactory solution for similar
application domains. As illustrated within the results in Section 5 and Table 3, the ML
cloud services Azure ML and AWS SageMaker perform nearly similarly well, with a slight
advantage for Azure ML in our specific case study. AWS SageMaker even outperforms
Azure ML within several target dimensions regarding the scores given. This indicates that
in other SMEs with another weighting of the different underlying criteria, AWS SageMaker
might be the service provider to choose. Due to the relatively close race between Azure
ML and AWS SageMaker, it is relevant that the data used for evaluation is thoroughly
and comprehensively collected so that a robust decision can be made. However, it also
shows that Azure ML and AWS SageMaker generally perform well. Second, the cloud
providers and ML services found to be relevant are evaluated based on the four-level
criteria catalog (cf. Table 1). While conducting the case study, converting the service
providers’ information into reasonable scores was not easy, even though the criteria are
clearly defined and quantifiable. To properly evaluate the different cloud service providers,
collecting as much information as possible is necessary. Deriving information from the
providers” websites might not be sufficient. Contacting sales consultants and using the
available free testing contingents is advised. Third, future-oriented decisions in SMEs must
be aligned with the strategic course. Thereby, relevant stakeholders within the company
must be identified and involved in the decision-making. Experts from IT, manufacturing,
and strategic positions might be suitable to account for interdisciplinary requirements. This
leads to point four, as the status quo regarding automatization, digitalization, and existing
knowledge on ML and Al as a fundamental starting point to incorporate ML cloud services
into existing information systems.

The integrated four-step system provides an interdisciplinary approach that can be
adopted by decision-makers of numerous SMEs in the manufacturing industry. As men-
tioned in Section 2, Repschldger et al. [19] derived a methodology to support the decision-
making process for cloud customers identifying evaluation criteria and prioritizing them
based on common and non-critical processes, not detailing how to use the weighted criteria
to identify and select a suitable cloud provider. Our approach differs in that we contribute a
DSS that facilitates an end-to-end approach for manufacturing SMEs, specifying every step
necessary to identify a suitable solution, thereby detailing the processes of evaluating and
rating cloud services and decision-making based on a particular case study. By applying
our artifact in a case study, we demonstrate that it is possible to identify a suitable cloud-
based ML service based on company-specific preferences. Furthermore, the structuring of
our decision problem (cf. Table 1) is not based on generic criteria applicable for non-critical
processes and systems known from Repschléger et al. [19] and others but rather focuses
on specific criteria of SMEs regarding the use of cloud-based ML services considering the
critical and complex requirements of manufacturing processes and systems. Since the
priority weighting of the numerous criteria (cf. Table 2) is a difficult task that is further
complicated by the fact that the differences between the various criteria are sometimes
unclear and fluid, a precise definition is essential. Through exchange with Al and manufac-
turing experts as well as resulting iterations of adjusting the criteria catalog, it constantly
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improved the demarcation between criteria, thus simplifying the criteria weighting based
on decision matrices.

Naturally, our study has some limitations and prospects for further research. First, it
is possible that not enough differing opinions were considered in this process. In further
research, more experts with differentiating viewpoints could be added to the third step
of the decision process, thereby considering the admission and survey of various IT and
manufacturing executives with an outside-in viewpoint to verify the relevant criteria
identified in this paper. Additionally, the artifact could be validated with additional
applications of ML besides DSM. Second, during the semi-structured literature review,
14 articles were identified and examined to provide a criteria catalog that is as complete as
possible and considers all relevant criteria considering the requirements of manufacturing
SMEs. To confirm the relevance and completeness, further efforts could be made in the
form of a more detailed literature review. However, based on the experience gained when
applying the DSS in the context of the use case and in line with the industry experts’
feedback, we are confident to have covered the most important criteria regarding the
selection of ML cloud services by manufacturing SMEs. However, it must be considered
that the selected evaluation criteria and their weightings are only valid for a limited time.
Due to technological advances, changing requirements in SMEs, and externally specified
constraints, the criteria catalog must be iterated accordingly in future research. Third,
since some criteria can only be measured on a subjective and qualitative level, the service
evaluation is prone to an evaluation bias, thereby greatly influencing the decision-making
and suitability of the examined cloud services. Further applicants of the presented process
need to conduct the second step based on their subjective perspective or, better yet, consult
external experts to avoid evaluation bias based on existing knowledge about different
services and solutions. Fourth, the practical success of the presented decision process is
still to some extent uncertain and heavily dependent on the quality and accuracy with
which the service evaluation and the criteria weighting is performed. Therefore, further
improvements and specifications of the evaluation and weighting could be added, such as
developing concrete standards for each criterion, facilitating the service evaluation. Fifth,
consideration of more ML-specific topics such as explainability of ML algorithms, federated
learning approaches, or their energy consumption might be analyzed in future research to
cover a broader spectrum of criteria [62,76,77].

7. Conclusions

In this study, a four-step DSS for ML cloud service selection is developed, applying
a process based on the AHP. This study proves that SME manufacturing companies can
systematically select a cloud-based machine learning service (cf. hypothesis) by using the
designed artifact as an end-to-end and easy-to-understand solution. More precisely, a semi-
structured literature review was used to identify relevant criteria regarding the selection of
cloud-based ML services by manufacturing SMEs. These were aligned with the feedback
of industry experts. The identified criteria were shortlisted in a four-level criteria catalog
summarizing the relevant requirements of manufacturing SMEs regarding ML cloud service
selection. Subsequently, a case study was conducted, aiming to identify a cloud-based ML
service that enables the implementation of DSM measures while considering the specific
needs of the corresponding company. Based on a pre-selection process, the three cloud
providers Amazon Web Services (AWS), Microsoft Azure (Azure), and Google Cloud
Platform (GCP), as well as their respective ML services Amazon SageMaker, Azure ML,
and Google Al platform, were identified to be eligible and subsequently assessed based on
the evaluation criteria following a five-point rating scale. As part of the next step, experts
weighted the criteria regarding the use case following the AHP approach. Based on the
experts’ findings, the local and global weights of the criteria were derived, highlighting
the relevance of IT security, cost, and reliability aspects for manufacturing SMEs. Based
on the results, Microsoft’s ML service was well suited for meeting the specific goals and
requirements described in this use case. To achieve a more flexible and efficient energy
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use by applying DSM measures, contributing to more sustainable manufacturing, the
investigated SME should prioritize the use of Azure ML. However, it should be noted, that
this is not a generally valid recommendation. Therefore, manufacturing SMEs interested in
adopting cloud-based ML services should perform the described four-step decision process
on their own, considering that the system developed in this paper offers a good starting
point for further practical applications.
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Appendix A

Table Al. Pairwise comparison judgment matrices of the machine learning cloud service selection.

Level 2—Target Dimensions

IT Security = Il Reliability = R | Cloud Management = C | Flexibility = F| Costs = C| Performance = P

I R C F C P Lw
1 1.00 5.00 3.00 3.00 1.00 1.00 0.270
R 0.20 1.00 5.00 3.00 1.00 1.00 0.172
C 0.33 0.20 1.00 0.20 0.20 0.33 0.045
F 0.33 0.33 5.00 1.00 1.00 0.33 0.119
C 1.00 1.00 5.00 1.00 1.00 3.00 0.227
p 1.00 1.00 3.00 3.00 0.33 1.00 0.167

CI=0.174 CR =0.140

Level 3—Requirement Categories

Security Architecture = S| Compliance = C|Data
Protection =D

Trustworthiness = T | Service Promise = S| Redundancy = R

S C D LW T S R LW
S 1.00 7.00 0.33 0.295 T 1.00 3.00 3.00 0.600
C 0.14 1.00 0.11 0.057 S 0.33 1.00 1.00 0.200
D 3.00 9.00 1.00 0.649 R 0.33 1.00 1.00 0.200
CI=0.041 CR =0.07 CI =0.000 CR = 0.000
Support = SU/Service = SE Interoperability = I/Portability = P
SU SE LW I P LW
SU 1.00 3.00 0.750 | 1.00 5.00 0.830
SE 0.33 1.00 0.250 P 0.20 1.00 0.170
CI =0.000 CR = 0.000 CI =0.000 CR =0.000
Payment method = PA/Pricing model = PR Usability = U/Functionality = F
PA PR LW 8] F LW
PA 1.00 1.00 0.500 U 1.00 5.00 0.830
PR 1.00 1.00 0.500 F 0.20 1.00 0.170

CI=0.000 CR = 0.000 CI =0.000 CR = 0.000
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Table Al. Cont.

Level 4—Evaluation Criteria

Data center Security = D | Cloud Security = C Data residency = D/Compliance Certifications = C
D C LW D C LW
D 1.00 0.200 0.170 D 1.00 1.00 0.500
C 5.00 1.00 0.830 C 1.00 1.00 0.500
CI =0.000 CR =0.000 CI =0.000 CR = 0.000
Vendor Reputation = VR | Vendor Transparency = VT Technical Support = T | Community Support = C
VR VT LW T C W
VR 1.00 1.00 0.500 T 1.00 1.00 0.500
VT 1.00 1.00 0.500 C 1.00 1.00 0.500
CI =0.000 CR =0.000 CI =0.000 CR = 0.000
Frameworks and SDKs = F| Developer Tools (IDE) = D Data migration = DM | Data Portability = DP
F D LW DM DP W
F 1.00 0.33 0.250 DM 1.00 5.00 0.830
D 3.00 1.00 0.750 DP 0.20 1.00 0.170
CI =0.000 CR =0.000 CI =0.000 CR = 0.000
Payment Models = P/Billing Models = B Pricing = P | Price Transparency = PT
P B LW P PT W
P 1.00 0.20 0.170 P 1.00 0.33 0.250
B 5.00 1.00 0.830 PT 3.00 1.00 0.750
CI =0.000 CR =0.000 CI =0.000 CR = 0.000
Service Design = S | Usability = U | Customizability = C
S U C W
S 1.00 0.33 1.00 0.220
U 3.00 1.00 1.00 0.450
C 1.00 1.00 1.00 0.330
CI=0.068 CR=0.117

References

1. Serrano-Ruiz, ].C.; Mula, J.; Poler, R. Smart Master Production Schedule for the Supply Chain: A Conceptual Framework.
Computers 2021, 10, 156. [CrossRef]

2. Oberlander, A.M.; Roglinger, M.; Rosemann, M.; Kees, A. Conceptualizing business-to-thing interactions—A sociomaterial
perspective on the Internet of Things. Eur. J. Inf. Syst. 2018, 27, 486-502. [CrossRef]

3. Pauli, T,; Marx, E.; Matzner, M. Leveraging industrial IoT platform ecosystems: Insights from the complementors’ perspective. In
Proceedings of the 28th European Conference on Information Systems, Marrakech, Morocco, 15-17 June 2020.

4.  Geisberger, E.; Broy, M. Agenda CPS: Integrierte Forschungsagenda Cyber-Physical Systems; Springer: Berlin/Heidelberg, Germany,
2012; ISBN 9783642290985.

5. Donnelly, J.; John, A; Mirlach, J.; Osberghaus, K.; Rother, S.; Schmidt, C.; Voucko-Glockner, H.; Wenninger, S. Enabling the smart
factory—A digital platform concept for standardized data integration. In Proceedings of the 2nd Conference on Production
Systems and Logistics, Virtual, 10-11 August 2021.

6.  Bauer, D.; Maurer, T.; Henkel, C.; Bildstein, A. Big-Data-Analytik: Datenbasierte Optimierung Produzierender Unternehmen; Fraun-
hofer IPA: Stuttgart, Germany, 2017. Available online: https://zenodo.org/record/803099#.YeLTEf7MJaQ (accessed on 15
November 2021).

7. Kaymakci, C.; Wenninger, S.; Sauer, A. A holistic framework for Al systems in industrial applications. In International Conference
on Wirtschaftsinformatik; Springer: Cham, Switzerland, 2021. [CrossRef]

8.  Lee, ].; Davari, H; Singh, J.; Pandhare, V. Industrial Artificial Intelligence for industry 4.0-based manufacturing systems. Manuf.
Lett. 2018, 18, 20-23. [CrossRef]

9.  Leo Kumar, S.P. State of The Art-Intense Review on Artificial Intelligence Systems Application in Process Planning and Manufac-
turing. Eng. Appl. Artif. Intell. 2017, 65, 294-329. [CrossRef]

10. Russell, S.J.; Norvig, P. Artificial Intelligence: A Modern Approach, 4th ed.; Pearson: Boston, MA, USA, 2021; ISBN 9780134610993.

11. Wuest, T.; Weimer, D.; Irgens, C.; Thoben, K.-D. Machine learning in manufacturing: Advantages, challenges, and applications.
Prod. Manuf. Res. 2016, 4, 23-45. [CrossRef]

12. Hansen, E.B.; Bogh, S. Artificial intelligence and internet of things in small and medium-sized enterprises: A survey. |. Manuf.
Syst. 2021, 58, 362-372. [CrossRef]

13.  Madani, A.E. SME Policy: Comparative Analysis of SME Definitions. Int. J. Acad. Res. Bus. Soc. Sci. 2018, 8, 100-111. [CrossRef]

14. Ferreira de Aratjo Lima, P.; Crema, M.; Verbano, C. Risk management in SMEs: A systematic literature review and future

directions. Eur. Manag. J. 2020, 38, 78-94. [CrossRef]


http://doi.org/10.3390/computers10120156
http://doi.org/10.1080/0960085X.2017.1387714
https://zenodo.org/record/803099#.YeLTEf7MJaQ
http://doi.org/10.1007/978-3-030-86797-3_6
http://doi.org/10.1016/j.mfglet.2018.09.002
http://doi.org/10.1016/j.engappai.2017.08.005
http://doi.org/10.1080/21693277.2016.1192517
http://doi.org/10.1016/j.jmsy.2020.08.009
http://doi.org/10.6007/IJARBSS/v8-i8/4443
http://doi.org/10.1016/j.emj.2019.06.005

Computers 2022, 11, 14 17 of 19

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.
26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

Welte, R.; Estler, M.; Lucke, D. A Method for Implementation of Machine Learning Solutions for Predictive Maintenance in Small
and Medium Sized Enterprises. Procedia CIRP 2020, 93, 909-914. [CrossRef]

Pols, A.; Heidkamp, P. Cloud-Monitor 2020. KPMG and Bitkom Research. 2020. Available online: https://www.bitkom.org/
sites/default/files /2020-06/ prasentation_bitkom_kpmg_pk-cloud-monitor.pdf (accessed on 15 November 2021).

Metzg, C.; Reitz, T.; Villar, J. Cloud Computing: Chancen und Risiken aus Technischer und Unternehmerischer Sicht; Hanser: Miinchen,
Germany, 2011; ISBN 9783446424548.

Appelrath, H.-].; Kagermann, H.; Krecmar, H. (Eds.) Future Business Clouds: Cloud Computing am Standort Deutschland Zwischen
Anforderungen, Nationalen Aktivititen und Internationalem Wettbewerb; Utz: Miinchen, Germany, 2014; ISBN 9783831643561.
Repschlager, J.; Wind, S.; Zarnekow, R.; Turowski, K. Decision model for selecting a cloud provider: A study of service model
decision priorities. In Proceedings of the Nineteenth Americas Conference on Information Systems, Chicago, IL, USA, 15-17
August 2013.

Saaty, T.L. How to make a decision: The analytic hierarchy process. Eur. J. Oper. Res. 1990, 48, 9-26. [CrossRef]

Gregor, S.; Hevner, A. Positioning and Presenting Design Science Research for Maximum Impact. Manag. Inf. Syst. Q. 2013, 37,
337-355. [CrossRef]

Guzman, E.; Andres, B.; Poler, R. Matheuristic Algorithm for Job-Shop Scheduling Problem Using a Disjunctive Mathematical
Model. Computers 2022, 11, 1. [CrossRef]

Hanussek, M.; Papp, H.; Blohm, M.; Kintz, M.; Grigorjan, A.; Brandt, D.; Hennebold, C.; Oberle, M. Cloudbasierte KI-Plattformen:
Chancen und Grenzen von Diensten fiir Machine Learning as a Service; Fraunhofer IAO and Fraunhofer IPA: Stuttgart, Germany, 2021.
Assante, D.; Castro, M.; Hamburg, I.; Martin, S. The Use of Cloud Computing in SMEs. Procedia Comput. Sci. 2016, 83, 1207-1212.
[CrossRef]

Xu, X. From cloud computing to cloud manufacturing. Robot. Comput. Integr. Manuf. 2012, 28, 75-86. [CrossRef]

Gupta, P.; Seetharaman, A.; Raj, J.R. The usage and adoption of cloud computing by small and medium businesses. Int. J. Inf.
Manag. 2013, 33, 861-874. [CrossRef]

Sahandi, R.; Alkhalil, A.; Opara-Martins, J. SMEs’ perception of cloud computing: Potential and security. In Proceedings of
the Collaborative Networks in the Internet of Services, 13th IFIP WG 5.5 Working Conference on Virtual Enterprises, PRO-VE
2012, Bournemouth, UK, 1-3 October 2012; Camarinha-Matos, L.M., Xu, L., Afsarmanesh, H., Eds.; Springer: Berlin/Heidelberg,
Germany, 2012; pp. 186-195, ISBN 978-3-642-32775-9.

Mell, PM.; Grance, T. The Nist Definition of Cloud Computing, Gaithersburg, MD. Available online: https://nvlpubs.nist.gov/
nistpubs/Legacy/SP /nistspecialpublication800-145.pdf (accessed on 5 October 2020).

Leeser, D.C. Digitalisierung in KMU Kompakt: Compliance und IT-Security, 1st ed.; Springer: Berlin/Heidelberg, Germany, 2020;
ISBN 9783662597385.

Microsoft. Was Its Cloud Computing? Leitfaden fiir Einsteiger Microsoft Azure. Available online: https://azure.microsoft.com/
de-de/overview /what-is-cloud-computing /#uses (accessed on 25 September 2020).

Ribeiro, M.; Grolinger, K.; Capretz, M.A. MLaaS: Machine Learning as a Service. In Proceedings of the 2015 IEEE 14th International
Conference on Machine Learning and Applications, ICMLA 2015, Miami, FL, USA, 9-11 December 2015; IEEE: Piscataway, NJ,
USA, 2015; pp. 896-902, ISBN 978-1-5090-0287-0.

Khan, N.; Al-Yasiri, A. Framework for cloud computing adoption: A road map for Smes to cloud migration. IJCCSA 2015, 5, 1-15.
[CrossRef]

Li, Q; Wang, C.; Wu, J; Li, J.; Wang, Z.-Y. Towards the business-information technology alignment in cloud computing
environment: Anapproach based on collaboration points and agents. Int. ]. Comput. Integr. Manuf. 2011, 24, 1038-1057. [CrossRef]
Mabhesh, S.; Landry, B.J.L.; Sridhar, T.; Walsh, K.R. A Decision Table for the Cloud Computing Decision in Small Business. Inf.
Resour. Manag. J. 2011, 24, 9-25. [CrossRef]

Repschldger, J. Cloud Computing Anbieterauswahl Framework. 2013. Available online: https://www.ikm.tu-berlin.de/
fileadmin/fg16/ Archiv/Forschungsprojekte/Cloud_Computing_Anbieterauswahl_Framework_v1-1.pdf (accessed on 15
November 2021).

Géczy, P; Izumi, N.; Hasida, K. Cloudsourcing: Managing Cloud Adoption. Glob. J. Bus. Res. 2012, 6, 57-70.

Luoma, E.; Nyberg, T. Four Scenarios for Adoption of Cloud Computing in China. In Proceedings of the ECIS 2011 Proceedings,
Helsinki, Finland, 9-11 June 2011; Available online: https:/ /aisel.aisnet.org/ecis2011/123 (accessed on 15 November 2021).
Hetzenecker, J.; Sebastian, K.; Valerie, Z.; Michael, A. Anforderungen an Cloud Computing Anbieter. Multikonferenz
Wirtschaftsinformatik, Tagungsband der MKWI 2021. 2012. Available online: https:/ /publikationsserver.tu-braunschweig.de/
servlets/MCRFileNodeServlet/dbbs_derivate_00027455/Beitrag245.pdf (accessed on 15 November 2021).

Garg, S.K.; Versteeg, S.; Buyya, R. A framework for ranking of cloud computing services. Future Gener. Comput. Syst. 2013, 29,
1012-1023. [CrossRef]

Ahlrichs, J.; Rockstuhl, S.; Trankler, T.; Wenninger, S. The impact of political instruments on building energy retrofits: A risk-
integrated thermal Energy Hub approach. Energy Policy 2020, 147, 111851. [CrossRef]

Gilmore, A.; Carson, D.; O’'Donnell, A. Small business owner-managers and their attitude to risk. Mark. Intell. Plan. 2004, 22,
349-360. [CrossRef]

Rockstuhl, S.; Wenninger, S.; Wiethe, C.; Hackel, B. Understanding the risk perception of energy efficiency investments: Investment
perspective vs. energy bill perspective. Energy Policy 2021, 159, 112616. [CrossRef]


http://doi.org/10.1016/j.procir.2020.04.052
https://www.bitkom.org/sites/default/files/2020-06/prasentation_bitkom_kpmg_pk-cloud-monitor.pdf
https://www.bitkom.org/sites/default/files/2020-06/prasentation_bitkom_kpmg_pk-cloud-monitor.pdf
http://doi.org/10.1016/0377-2217(90)90057-I
http://doi.org/10.25300/MISQ/2013/37.2.01
http://doi.org/10.3390/computers11010001
http://doi.org/10.1016/j.procs.2016.04.250
http://doi.org/10.1016/j.rcim.2011.07.002
http://doi.org/10.1016/j.ijinfomgt.2013.07.001
https://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-145.pdf
https://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-145.pdf
https://azure.microsoft.com/de-de/overview/what-is-cloud-computing/#uses
https://azure.microsoft.com/de-de/overview/what-is-cloud-computing/#uses
http://doi.org/10.5121/ijccsa.2015.5601
http://doi.org/10.1080/0951192X.2011.592994
http://doi.org/10.4018/irmj.2011070102
https://www.ikm.tu-berlin.de/fileadmin/fg16/Archiv/Forschungsprojekte/Cloud_Computing_Anbieterauswahl_Framework_v1-1.pdf
https://www.ikm.tu-berlin.de/fileadmin/fg16/Archiv/Forschungsprojekte/Cloud_Computing_Anbieterauswahl_Framework_v1-1.pdf
https://aisel.aisnet.org/ecis2011/123
https://publikationsserver.tu-braunschweig.de/servlets/MCRFileNodeServlet/dbbs_derivate_00027455/Beitrag245.pdf
https://publikationsserver.tu-braunschweig.de/servlets/MCRFileNodeServlet/dbbs_derivate_00027455/Beitrag245.pdf
http://doi.org/10.1016/j.future.2012.06.006
http://doi.org/10.1016/j.enpol.2020.111851
http://doi.org/10.1108/02634500410536920
http://doi.org/10.1016/j.enpol.2021.112616

Computers 2022, 11, 14 18 of 19

43.

44.

45.

46.
47.

48.

49.

50.

51.
52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

Mehrabi, M.G.; Ulsoy, A.G.; Koren, Y. Reconfigurable manufacturing systems: Key to future manufacturing. J. Intell. Manuf. 2000,
11, 403-419. [CrossRef]

Andelfinger, V.P,; Hanisch, T. Industrie 4.0: Wie Cyber-Physische Systeme Die Arbeitswelt Verindern; Springer Fachmedien: Wiesbaden,
Germany, 2017; ISBN 978-3-658-15556-8.

Polyzotis, N.; Roy, S.; Whang, S.E.; Zinkevich, M. Data Lifecycle Challenges in Production Machine Learning. ACM SIGMOD Rec.
2018, 47, 17-28. [CrossRef]

Goodfellow, I.; Bengio, Y.; Courville, A. Deep Learning; MIT Press: Cambridge, MA, USA; London, UK, 2016; ISBN 9780262035613.
Witten, LH.; Pal, C.J.; Frank, E.; Hall, M.A. Data Mining: Practical Machine Learning Tools and Techniques, 4th ed.; Morgan Kaufmann:
Cambridge, MA, USA, 2017; ISBN 0128043571.

Kessler, R.; Gémez, ]. M. Implikationen von Machine Learning auf das Datenmanagement in Unternehmen. HMD 2020, 57, 89-105.
[CrossRef]

Wenninger, S.; Wiethe, C. Benchmarking Energy Quantification Methods to Predict Heating Energy Performance of Residential
Buildings in Germany. Bus. Inf. Syst. Eng. 2021, 63, 223-242. [CrossRef]

Arslan, Y. Evaluierung Cloudbasierter Machine Learning Services: Evaluierung Cloudbasierter Machine Learning Services; Hochschule fiir
angewandte Wissenschaften Hamburg: Hamburg, Germany, 2019. Available online: https://www.kfw.de/Download-Center/
Konzernthemen/Research /PDF-Dokumente-Sonderpublikationen/Prognos-Energieeffizienz-und-Energiedienstl.-in-KMU-
Februar-2010.pdf (accessed on 9 November 2020).

Bishop, C.M. Pattern Recognition and Machine Learning, 8th ed.; Springer: New York, NY, USA, 2009; ISBN 0387310738.

Kratsch, W.; Manderscheid, ].; Roglinger, M.; Seyfried, ]. Machine Learning in Business Process Monitoring: A Comparison of
Deep Learning and Classical Approaches Used for Outcome Prediction. Bus. Inf. Syst. Eng. 2020, 63, 261-276. [CrossRef]
Thamling, N.; Seefeldt, F.; Glockner, U. Rolle und Bedeutung von Energieeffizienz und Energiedienstleistungen in KMU; KfW Banken-
gruppe: Berlin, Germany, 2010.

Bank, L.; Wenninger, S.; Koberlein, J.; Lindner, M.; Kaymakci, C.; Weigold, M.; Sauer, A_; Schilp, J. Integrating energy flexibility in
Production planning and control—An energy flexibility data model-based approach. In Proceedings of the 2nd Conference on
Production Systems and Logistics, Virtual, 10-11 August 2021.

Simon, P; Schultz, C.; Keller, F. Energie fiir unser Europa: Symposium Energieinnovation, 10-12 February 2016; Verlag der Technischen
Universitdt Graz: Graz, Austria, 2016; p. 397. ISBN 9783851254488.

Bauer, D.; Hieronymus, A.; Kaymakci, C.; Koberlein, J.; Schimmelpfennig, J.; Wenninger, S.; Zeiser, R. Wie IT die Energieflexibil-
itatsvermarktung von Industrieunternehmen ermoglicht und die Energiewende untersttitzt. HMD 2021, 58, 102-115. [CrossRef]
Rusche, S.; Rockstuhl, S.; Wenninger, S. Quantifizierung unternehmerischer Nachhaltigkeit in der Fertigungsindustrie: Entwick-
lung eines zielorientierten Nachhaltigkeitsindex. Z Energ. 2021, 45, 317-343. [CrossRef]

Du Preez, A.; Oosthuizen, G.A. Machine learning in cutting processes as enabler for smart sustainable manufacturing. Procedia
Manuf. 2019, 33, 810-817. [CrossRef]

Abdelkafi, N.; Dobel, I.; Drzewiecki, J.D.; Meironke, A.; Niekler, A.; Ries, S. Kiinstliche Intelligenz (KI) im Unternehmenskontext;
Fraunhofer IMW & University Leipzig: Leipzig, Germany, 2019.

Kaymakci, C.; Wenninger, S.; Sauer, A. Energy anomaly detection with long short-term memory based autoencoders of industrial
applications. In Proceedings of the 54th CIRP Conference on Manufacturing Systems, Athens, Greece, 22-24 September 2021.
Li, B.; Hou, B,; Yu, W,; Lu, X; Yang, C. Applications of artificial intelligence in intelligent manufacturing: A review. Front. Inf.
Technol. Electron. Eng. 2017, 18, 86-96. [CrossRef]

Wenninger, S.; Kaymakci, C.; Wiethe, C.; Rommelt, J.; Baur, L.; Héackel, B.; Sauer, A. How sustainable is machine learning in
energy applications?—The sustainable machine learning balance sheet. In Proceedings of the 17th International Conference on
Wirtschaftsinformatik, Niirnberg, Germany, 21-23 February 2022.

Schmitt, ].; Bonig, J.; Borggrife, T.; Beitinger, G.; Deuse, ]. Predictive model-based quality inspection using Machine Learning and
Edge Cloud Computing. Adv. Eng. Inform. 2020, 45, 101101. [CrossRef]

Escobar, C.A.; Morales-Menendez, R. Machine learning techniques for quality control in high conformance manufacturing
environment. Adv. Mech. Eng. 2018, 10, 1-16. [CrossRef]

Hevner, A.R.;; March, S.T,; Park, J.; Ram, S. Design Science in Information Systems Research. MIS Q. 2004, 28, 75-105. [CrossRef]
Hevner, A.R. A Three Cycle View of Design Science Research. Scand. ]. Inf. Syst. 2007, 19, 4.

Peffers, K.; Tuunanen, T.; Rothenberger, M.A.; Chatterjee, S. A Design Science Research Methodology for Information Systems
Research. J. Manag. Inf. Syst. 2007, 24, 45-77. [CrossRef]

Tam, M.C.; Tummala, V. An application of the AHP in vendor selection of a telecommunications system. Omega 2001, 29, 171-182.
[CrossRef]

Godse, M.; Mulik, S. An approach for selecting Software-as-a-Service (SaaS) product. In Proceedings of the 2009 IEEE International
Conference on Cloud Computing, Bangalore, India, 21-25 September 2009; pp. 155-158, ISBN 2159-6190.

Liberatore, M.J.; Nydick, R.L.; Sanchez, PM. The Evaluation of Research Papers (Or How to Get an Academic Committee to
Agree on Something). Interfaces 1992, 22, 92-100. [CrossRef]

BSI. Anforderungskatalog Cloud Computing. 2017. Available online: https:/ /www.bsi.bund.de/SharedDocs/Downloads/DE/
BSI/Publikationen/Broschueren/ Anforderungskatalog-Cloud_Computing-C5.pdf?__blob=publicationFile&v=4 (accessed on 15
November 2021).


http://doi.org/10.1023/A:1008930403506
http://doi.org/10.1145/3299887.3299891
http://doi.org/10.1365/s40702-020-00585-z
http://doi.org/10.1007/s12599-021-00691-2
https://www.kfw.de/Download-Center/Konzernthemen/Research/PDF-Dokumente-Sonderpublikationen/Prognos-Energieeffizienz-und-Energiedienstl.-in-KMU-Februar-2010.pdf
https://www.kfw.de/Download-Center/Konzernthemen/Research/PDF-Dokumente-Sonderpublikationen/Prognos-Energieeffizienz-und-Energiedienstl.-in-KMU-Februar-2010.pdf
https://www.kfw.de/Download-Center/Konzernthemen/Research/PDF-Dokumente-Sonderpublikationen/Prognos-Energieeffizienz-und-Energiedienstl.-in-KMU-Februar-2010.pdf
http://doi.org/10.1007/s12599-020-00645-0
http://doi.org/10.1365/s40702-020-00679-8
http://doi.org/10.1007/s12398-021-00312-1
http://doi.org/10.1016/j.promfg.2019.04.102
http://doi.org/10.1631/FITEE.1601885
http://doi.org/10.1016/j.aei.2020.101101
http://doi.org/10.1177/1687814018755519
http://doi.org/10.2307/25148625
http://doi.org/10.2753/MIS0742-1222240302
http://doi.org/10.1016/S0305-0483(00)00039-6
http://doi.org/10.1287/inte.22.2.92
https://www.bsi.bund.de/SharedDocs/Downloads/DE/BSI/Publikationen/Broschueren/Anforderungskatalog-Cloud_Computing-C5.pdf?__blob=publicationFile&v=4
https://www.bsi.bund.de/SharedDocs/Downloads/DE/BSI/Publikationen/Broschueren/Anforderungskatalog-Cloud_Computing-C5.pdf?__blob=publicationFile&v=4

Computers 2022, 11, 14 19 of 19

72.

73.

74.

75.
76.

77.

Lee, Y.-C.; Tang, N.-H. A deployment model for cloud computing using the analytic hierarchy process and BCOR analysis. In
Proceedings of the 2012 America Conference on Information Systems, Seattle, WA, USA, 9-12 August 2012.

Weinhardt, C.; Anandasivam, A.; Blau, B.; Borissov, N.; Meinl, T.; Michalk, W.; Sto8er, J. Cloud-Computing. Wirtsch. Inform. 2009,
51, 453-462. [CrossRef]

Informatik 2011: Informatik Schafft Communities; 41. Jahrestagung der Gesellschaft fiir Informatik e.V. (GI); 4.10. bis 7.10.2011, TU
Berlin; Heif3, H.-U. (Ed.) Ges. fiir Informatik: Bonn, Germany, 2011; ISBN 9783885792864.

Ang, L.; Yang, X.; Kandula, S.; Zhang, M. Comparing Public-Cloud Providers. IEEE Internet Comput. 2011, 15, 50-53. [CrossRef]
Kaymakei, C.; Baur, L.; Sauer, A. Federated Machine Learning Architecture for Energy-Efficient Industrial Applications. In
Proceedings of the Conference on Production Systems and Logistics: CPSL 2021, Virtual, 10-11 August 2021. [CrossRef]
Wenninger, S.; Kaymakci, C.; Wiethe, C. Explainable long-term building energy consumption prediction using QLattice. Appl.
Energy 2022, 308, 118300. [CrossRef]


http://doi.org/10.1007/s11576-009-0192-8
http://doi.org/10.1109/MIC.2011.36
http://doi.org/10.15488/11237
http://doi.org/10.1016/j.apenergy.2021.118300

	Introduction 
	Related Work 
	Cloud Computing for SMEs 
	Existing Approaches for Cloud Service Selection 
	ML in Manufacturing 

	Research Method 
	Designed Artifact 
	Case Study (Validation) 
	Decision Problem (DSS Step 1) 
	Service Evaluation (DSS Step 2) 
	Criteria Weighting (DSS Step 3) 
	Decision Making (DSS Step 4) 

	Discussion 
	Conclusions 
	Appendix A
	References

