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Abstract: The emerging 5G mobile networks are essential enablers for mobile virtual reality (VR)
video streaming applications assuring high quality of experience (QoE) at the end-user. In addition,
mobile edge computing brings computational resources closer to the user equipment (UE), which
allows offloading computationally intensive processing. In this paper, we consider a network
architecture for mobile VR video streaming applications consisting of a server that holds the VR
video content, a mobile edge virtualization with prefetching (MVP) unit that handles the VR video
packets, and a head-mounted display along with a buffer, which together serve as the UE. Several
modulation and coding schemes with different rates are provided by the MVP unit to adaptively
cope with the varying wireless link conditions to the UE and the state of the UE buffer. The UE buffer
caches VR video packets as needed to compensate for the adaptive rates. A performance analysis is
conducted in terms of blocking probability, throughput, queueing delay, and average packet error
rate. To capture the effect of fading severity, the analytical expressions for these performance metrics
are derived for Nakagami-m fading on the wireless link from the MVP unit to the UE. Numerical
results show that the proposed system meets the network requirements needed to assure the QoE
levels of different mobile VR video streaming applications.

Keywords: mobile VR; QoE; adaptive rate; prefetching; queueing analysis; performance analysis

1. Introduction

The tremendous advances in powerful mobile devices and sophisticated commu-
nication infrastructure have paved the way to serve the rising demand in a number of
high-reliability, high-bandwidth, and low-latency applications. In particular, the rise of
mobile immersive media applications such as mobile virtual reality (VR) and mobile
augmented reality (AR) put stringent requirements on the performance of emerging 5th-
Generation (5G) and anticipated 6G mobile networks in terms of high throughput and
ultra-low latency.

Furthermore, it is essential for a successful uptake of these novel applications in a wide
range of vertical industries that the user-perceived quality of experience (QoE) is satisfied.
As such, network quality assessment has advanced from a pure network operator’s quality
of service (QoS) focus to also account for the end-user’s QoE requirements. The notion of
a QoE-aware and QoE-assured design of fixed and mobile networks applies especially to
video applications where the end-user is the final judge of quality. Related work includes,
e.g., 5G-QoE modeling for ultra-high-definition video streaming in 5G networks [1] and
QoE inference from QoS metrics [2].

Given the high computational resources required on mobile devices for media signal
processing and the associated strain put on the battery lifetime, modern mobile networks
bring enhanced computational power closer to the user equipment (UE) through mobile
edge computing (MEC) [3]. As such, MEC-based approaches that allow mobile devices the
offloading of computing tasks to the mobile edge play an important role in the delivery of
QoE-assured mobile immersive media.
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1.1. Related Work
1.1.1. Mobile Edge Computing for VR Videos

In [4], it was forecast that 90% of VR content will be in the form of VR videos, also
referred to as 360◦ videos, omnidirectional videos, surround videos, immersive videos, or
spherical videos. Further, better immersive experiences compared to conventional videos
can be achieved for VR videos by watching this type of stimuli on a head-mounted display
(HMD). Current technologies typically use 4K to 8K resolutions to ensure good visual
quality of VR videos when watched on an HMD. Full-view resolutions of 12K and 24K
are anticipated to reach an ultimate level of VR QoE in the future, which in combination
with frame rates of up to 200 frames per second requires a typical throughput of up to
4.4 Gbps [5]. Given the high throughput and ultra-low latency requirements of this type of
VR applications in the context of VR video streaming over the public Internet, new network
architectures are needed to assure QoE as the transmission control protocol no longer meets
these stringent demands [6]. This applies in particular to network architectures that contain
both fixed and mobile networks. The latter induces a time-varying link quality, which
in turn would cause contemporary video streaming protocols such as MPEG-DASH to
adaptively degrade the video quality with deteriorating transmission conditions [7].

In view of the above challenges, many video QoE improvement techniques have
been proposed over the years including video quality adaptation [8–15], prefetching
at the UE [16–20], caching at the network edge [21–24], and prefetching at the network
edge [25–30].

In [2], a novel mobile edge virtualization with adaptive prefetching system architecture
was introduced to achieve QoE-assured 4K video-on-demand delivery. In this system
architecture, content intelligence such as caching and prefetching is deployed at the mobile
network operator’s infrastructure edge. This approach was deployed in a real LTE-A
network and assessed for a wide range of realistic network scenarios with applications
to 4K video streaming at rates of 15 Mbps and 30 Mbps. It was shown, using an LTE-A
C-RAN network testbed infrastructure, that the proposed network architecture always
supports seamless playback for video bitrates of up to 30 Mbps and extreme backhaul
conditions. Further, practical insights were revealed on the selection of prefetching or other
content intelligence for less extreme network conditions to efficiently manage signaling
and computing overhead.

A comprehensive survey on mobile augmented reality (MAR) with 5G MEC was
provided in [3] covering architectures, applications, and technical aspects. In particular,
cloud-based, edge-based, localized, and hybrid architectures for MAR in 5G mobile net-
works were described, and their advantages and disadvantages were discussed. Among
others, for communication applications, it was concluded that MEC-enabled 5G further re-
duces transport delay because the computational functions are moved closer to the UE. This
includes putting network functions to MEC servers using software-defined networking and
network functions virtualization, which in turn support more decentralized architectures
to better tailor MAR applications. Overall, it is foreseen that the ultra-reliable low-latency
communication options offered by 5G mobile networks together with MEC will pave the
way for future MAR applications.

The work in [31] proposed a panoramic virtual reality video (PVRV) streaming system
for cellular networks using multiconnectivity-based millimeter wave (mmWave) technology
in conjunction with MEC to improve the streaming performance in terms of the energy
efficiency and quality of the received viewport. While the mmWave links provide the high
bandwidth needed by PVRV streaming, a more disruption-free sub-6 GHz link is coupled
with those mmWave links that suffer from outages. The task of the MEC server includes
finding a tradeoff among link adaptation, transcoding-based chunk quality adaptation,
and viewport rendering offloading, which is solved using a fast genetic algorithm. The
simulation results show that the PVRV streaming performance offered by the proposed
scheme outperforms conventional schemes.
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In [32], considering the time-varying nature of wireless channels, a deep reinforcement
learning (DRL) approach was used to predict the optimal viewport rendering offloading for
MEC-assisted immersive VR video streaming over terahertz (THz) wireless networks. The
THz wireless access provides very high data rates and an ultra-reliable link and ensures
low delay. The MEC system is used to reduce task-processing latency and the energy
consumption that otherwise would be consumed at the HMD. For this purpose, the MEC
system performs immersive VR content caching, real-time transcoding, and viewport
rendering on behalf of the HMD. An asynchronous-advantage-actor–critic (A3C)-based
DLR approach was proposed that optimizes the viewport rendering offloading decision
for each immersive VR video chunk and the downlink transmit power of the MEC system.
In this way, the long-term average energy consumption of the HMD is minimized. It was
shown that the proposed A3C-based DLR algorithm converges fast under different learning
rates and outperforms other algorithms in terms of minimizing the energy consumption.

Furthermore, in [33], the long-term QoE of VR users in an MEC-enabled wireless VR
network was maximized subject to the VR interaction latency constraint. In particular, a
recurrent neural network (RNN) was used to predict the field-of-view (FOV) of each VR
user in real-time, while DLR algorithms were used for optimal rendering MEC with model
migration from the VR device to the MEC server to maximize the long-term QoE of VR
users. The simulation results revealed that the proposed MEC rendering with prediction
and migration scheme indeed significantly improves long-term QoE of VR users, as well as
VR interaction latency.

In [34], a rendering-aware tile-caching scheme was proposed for 5G MEC networks,
which allows multiple cell sites to share their caches in order to optimize the end-to-end
latency for VR video delivery in multi-cell MEC networks. The simulation results showed
that the proposed rendering-aware VR video-caching scheme achieves superior latency
performance compared to systems with decoupled tile caching and rendering.

The work in [35] integrated the digital twin concept into vehicular edge computing
(VEC) networks to alleviate the challenges associated with VEC implementation such
as the high mobility of vehicles, dynamic vehicular environment, and complex network
scheduling. Because digital twins can provide virtual representations of physical net-
works, it is beneficial to integrate them into VEC networks for predicting, estimating,
and analyzing the real-time network state. Similar to the aims of the aforementioned
works, an adaptive-digital-twin-enabled VEC network offload problem was solved using a
DRL-based offloading scheme to minimize total offloading latency. The simulation results
showed that the proposed vehicular offloading algorithm significantly outperforms full
offloading to a nearby VEC server and local computing at the vehicles.

A novel unmanned-aerial-vehicle (UAV)-assisted MEC network was proposed in [36]
to provide the computing and communication resources required for high-quality mobile
360◦ video streaming to HMDs. Specifically, the QoE was maximized across all mobile VR
users subject to given constraints on the communication resources and the locations of the
UAVs. Approximation algorithms were proposed to solve the related NP-hard problem,
which turned out to better balance user load compared to two benchmark algorithms.

In [37], a multi-user cost-efficient crowd-assisted delivery and computing (MEC-
DC) framework was proposed leveraging MEC and end-user resources to support the
high-performance multi-user immersive experience of VR content delivery over 5G het-
erogeneous networks (5G-HetNets). A buffer evolution model for VR transmissions over
5G-HetNets was proposed to ensure smooth and synchronized user viewing experiences
by using stochastic distributed algorithms. The trace-driven experimental results have
shown that the proposed solution offers throughput improvements, the lowest delay, and
the best playback freeze ratio compared to device-to-device-assisted online reinforcement
learning (RL), the RL-based adaptive bitrate solution, and MEC-assisted joint caching
and computing.
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1.1.2. Quality of Experience

The following definition of QoE was proposed within the COST Action QUALINET
and later was also adapted by the International Telecommunication Union (ITU) in Recom-
mendation ITU-T P.10 [38,39]:

“The degree of delight or annoyance of the user of an application or service.”

Factors that influence QoE were identified and classified in [40] including human
influence factors, system influence factors ranging from media-related factors to network-
related factors, and context influence factors. A survey on the evolution of QoE concepts
in multimedia systems was given in [41], discussing the ideas behind QoE and providing
an overview of related standardization work. QoE metrics for speech, image, and video
are also described in this survey. In particular, objective QoE includes measures of the
communication process and the task outcome to predict user experience, while subjective
QoE measures user experience and user satisfaction through subjective experiments.

In the context of cloud computing, a QoE framework was proposed in [42] with an
application to video streaming services. This framework is based on an agent technology
and automatically collects objective QoE and QoS measures from the cloud to the client.
The framework also provides an option to collect subjective QoE from the users such as
complaints and feedback about the services. The work reported in [43] is centered on
media-related QoE factors of 360◦ videos to support the understanding of the impact of
video distortions on viewers’ visual perception and immersive experiences. A comprehen-
sive review of visual distortions that are induced to 360◦ videos at the different functions of
visual communication processing pipelines was given including optical acquisition, stitch-
ing, projection to the code geometry, frame packing, compression, storage and transmission,
decompression, frame unpacking, conversion to the display geometry, rendering and view-
port extraction, and the HMD. A discussion about measuring 360◦ video quality was given
with respect to subjective metrics, objective metrics, and subjective studies. Recently, in [44],
a survey on 360◦ video was provided covering the most important developments for 360◦

video coding and compression, subjective and objective QoE, along with the factors that
can affect it, salience measurement and viewport prediction, and adaptive streaming of
immersive 360◦ videos. The overview of the research on all the elements of immersive
video streaming systems supports the understanding of their interplay and performance.

Concerning the research presented in this paper on QoE-assured mobile VR video
streaming, the focus is given to network-related factors such as blocking probability,
throughput, queueing delay, and packet error rate (PER). Requirements, challenges, and
solutions for this type of cellular-connected wireless VR were discussed in [45]. This work
suggests to map the limits of human perception to concrete VR QoS requirements, which
the authors referred to as the quality of physical experience. In other words, average human
perception values are mapped to QoS requirements with this approach, e.g., the maximum
acuity of the human eye is translated to the minimum VR resolution; the area of vision in
the human eye corresponds to FOV requirements; the refresh rate in terms of the number
of frames per second shown on the HMD is determined by visual acuity and perceived
motion continuity. The experience levels introduced in [5] can be seen in light of the above
human perception to VR QoS mapping, introducing entry-level VR experiences, advanced
VR experiences, and ultimate VR experiences. In this paper, we adopt this classification
and consider each of the three experience levels as a distinct QoE class with corresponding
QoS requirements.

1.2. Contributions

Motivated by all of the above, in this paper, we conduct a performance analysis of a
network architecture for QoE-assured mobile VR video streaming consisting of a server
that holds the VR video contents, a mobile virtualization with prefetching (MVP) unit
located at the network edge, and an UE comprising of an HMD and a buffer. A wired link
is assumed between the server and the MVP unit, while a wireless link is used between the
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MVP unit and the UE. The MVP unit performs prefetching of the VR video packets from the
server to reduce the latency, which would occur otherwise for VR video contents residing
remotely on the public Internet. In addition, the MVP unit offers a number of modulation
and coding schemes (MCSs) with different rates, which facilitate adaptive modulation
and coding. This adaptive rate scheme copes with the varying channel conditions on the
wireless link from the MVP unit to the UE, as well as the state of the buffer at the UE. The
buffer at the UE caches the VR video packets requested from the MVP unit as needed to
compensate for the induced adaptive rates, which in turn reduces the blocking probability
and increases the throughput. A performance analysis of this system was conducted,
resulting in analytical expressions for the blocking probability, throughput, delay, and
average PER. These performance metrics are derived for the general case of Nakagami-m
fading being present on the wireless link between the MVP unit and the UE. This fading
model allows capturing and examining the effect of the fading severity on the system
performance. Numerical results are provided illustrating that the proposed adaptive rate
scheme together with prefetching at the MVP unit and the caching at the UE buffer is able
to assure the QoE levels of different mobile VR video streaming applications by controlling
the consuming rate and the buffer length at the UE.

The remainder of the paper is organized as follows. In Section 2, the system and
channel model, the VR video packet prefetching, and the adaptive rate scheme are described.
In Section 3, the queueing analysis of the considered system is provided and the steady-
state distribution of the number of packets in the buffer of the UE is derived. In Section 4,
the performance of the considered system in terms of blocking probability, throughput,
queueing delay, and average PER is analyzed. In Section 5, numerical results are provided,
which illustrate the performance of the considered system and its ability to serve different
QoE levels (entry-level VR, advanced VR, and ultimate VR). The conclusions are given in
Section 6.

2. System Model

Figure 1 shows the system model used for the queueing modeling and performance
analysis of the proposed adaptive rate scheme for QoE-assured mobile VR video streaming.
It consists of a VR video source acting as the server (content provider) and containing the
VR videos, an MVP unit, and mobile UEs. An UE requests VR videos from the VR video
source with the help of the MVP unit to run the VR video streaming application. The MVP
unit performs prefetching of the VR video packets from the VR video source through a
wired network bringing the content closer to the network edge. It also selects the MCS to
adapt the rate depending on the wireless channel condition and the state of the buffer at
the UE. The buffer at the UE compensates for the varying rates on the wireless channel to
essentially maintain the expected rate of the mobile VR video streaming application.

In particular, the transmission from the MVP unit to the UE is divided into time slots
of length TF. The number of packets sent in each transmission depends on the fading
condition of the wireless channel and the available positions at the buffer of the UE. The
MVP unit provides the requested number of packets, modulates the related bitstream, and
then, transmits the resulting signal to the UE. Based on the information about the state
of the buffer fed back by the UE to the MVP unit, the number of VR video packets to be
prefetched by the MVP unit from the VR video source is chosen such that the maximum
number of packets possible to be sent to the UE in a transmission interval TF is always
available. At the UE, the received signal is demodulated to reconstruct the respective
number of packets. The obtained packets are then placed into a buffer, which can hold a
maximum of L packets.
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Figure 1. System model of an adaptive rate scheme with prefetching of VR video packets at the MVP
unit and caching the packets in a buffer at the UE.

Let the MVP unit select an MCS for each packet based on the condition of the wireless
channel, the state of the VR video buffer, and the target PER at the UE. For this purpose,
the signal-to-noise ratio (SNR) γT at the UE is organized into regions, each of which is
associated with a particular MCS, referred to as mode in the following. The switching
thresholds defining the minimum SNR needed such that a target PER is maintained by the
n-th mode are given by [46]

γn =
1
gn

ln
(

an

PERTG

)
, n = 1, 2, . . . , N (1)

γN+1 = ∞ (2)

where N denotes the number of modes, PERTG is the target PER at the UE, constants an and
gn are modulation parameters, and γn is the switching threshold for the n-th mode. For
example, if γT ∈ [γn, γn+1), then the n-th mode is selected. A fitting algorithm was applied
in [47] to obtain the constants an and gn. For N = 5 modes and PERTG = 10−3, Table 1
shows the five different combinations of binary phase shift keying (BPSK) modulation,
quadrature phase shift keying (QPSK) modulation, and 16-ary quadrature amplitude
modulation (16-QAM) with error control coding schemes of different code rates. Because
the rate in bits per second (bps) of the n-th mode is equal to or greater than n times the
rate of Mode 1, we assume that n packets are transmitted during one time slot of length
TF if the n-th mode is selected. Further, we assume that a packet is dropped if it cannot be
successfully decoded.

Table 1. Set of modulation and coding schemes and SNR thresholds for a target PER of PERTG = 10−3.

Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

Modulation BPSK QPSK QPSK 16-QAM 16-QAM

Code Rate 1/2 1/2 3/4 9/16 3/4

Rate (bps) 0.50 1.00 1.50 2.25 3.00

an 274.72 90.25 67.61 50.12 53.39

gn 7.99 3.49 1.68 0.66 0.37

γn (dB) 1.9518 5.1447 8.2085 12.1477 14.6864

The SNR γT at the UE is obtained as

γT = βX with β =
P

N0
(3)

where X is the channel power gain of the wireless link from the MVP unit to the UE, β
denotes the so-called transmit SNR, P is the transmit power of the MVP unit, and N0 denotes
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the noise power. For a Nakagami-m fading channel with average channel power gain Ω
and fading severity parameter m, the probability density function (PDF) and cumulative
distribution function (CDF) of the channel power gain X, respectively, are given by

fX(x) =
αm

Γ(m)
xm−1 exp(−αx) (4)

FX(x) = 1− exp(−αx)
m−1

∑
i=0

αixi

i!
(5)

where α = m/Ω. From (3), (4), and (5), the PDF and CDF of the SNR at the UE are
obtained as

fγT (γ) =
1
β

αm

Γ(m)

(
γ

β

)m−1
exp

(
− α

β
γ

)
(6)

FγT (γ) = 1−
m−1

∑
i=0

αiγi

i!βi exp
(
−αγ

β

)
(7)

Let the SNR γT at the UE be in the range γn ≤ γT < γn+1. Furthermore, assume that
the unoccupied positions in the buffer at the UE are q. Then, the v-th MCS mode is selected
for the transmission from the MVP unit to the UE as

v = min(n, q) (8)

As such, the MCS mode selected for a transmission interval depends on both the
channel condition and the state of the buffer at the UE.

3. Queueing Analysis

Let the UE serve a VR video streaming application with processing rate λ, which is
equivalent to the average number of packets consumed by the UE in a time slot of duration
TF. In the considered system, the packets served by the UE during the fixed interval TF
occur with a given constant rate λ and independently within this time slot. In this case, the
Poisson distribution can be used to express the probability that a given number of packets
occurs in a fixed interval.

First, let p(1)k,i denote the probability of the UE consuming k packets of its buffer given

that 0 ≤ i ≤ L packets reside in the buffer of length L. Then, the probability p(1)k,i is given as

p(1)k,i =

{
λk exp(−λ)

k! for k ≤ i
0 for k > i

(9)

Second, let p(2)h,q denote the probability that h new decoded packets are placed into the
buffer conditioned that q empty positions are available in the buffer at the UE. Then, the
probability p(2)h,q can be formulated as

p(2)h,q =


min(N,q)

∑
v=h

p(3)h,v,q for h ≤ q

0 for h > q
(10)

where the number of modes N also represents the maximum number of packets that the
MVP unit can send to the UE in a transmission interval TF.

Third, let p(3)h,v,q be the joint probability that the MVP unit transmitted v packets and
the UE successfully decoded h packets, given q empty positions in the buffer. If v > q, then



Computers 2022, 11, 69 8 of 19

p(3)h,v,q = 0, because the MVP unit knows the buffer state (see Figure 1) and never sends more
packets than the number of empty positions in the buffer, as defined in (8). If v ≤ q and
v ≤ N, then p(3)h,v,q represents the probability that γv ≤ γT ≤ γv+1 and exactly h packets are

successfully decoded at the UE. Otherwise, if v ≤ q and v = N, then p(3)h,v,q is the probability
that γT ≥ γv and exactly h packets are successfully decoded at the UE. In view of the above
cases, the joint probability p(3)h,v,q can be expressed as

p(3)h,v,q =



γv+1∫
γv

sh,v(γ) fγT (γ)dγ 0≤v<min(N, q) and h≤v

∞∫
γv

sh,v(γ) fγT (γ)dγ v = min(N, q) and h ≤ v

0 otherwise

(11)

where the probability that exactly h packets of v transmitted packets are decoded is given by

sh,v(γ) =

(
v
h

)
[1− Pe,v(γ)]

h[Pe,v(γ)]
v−h (12)

In (12), Pe,v(γ) is the PER for v packets being transmitted by the MVP unit and an
SNR of γ is available at the UE. As in [47], the PER Pe,v(γ) of the v-th mode can be
approximated as

Pe,v(γ) =

{
1 for 0 < γ < γv

av exp(−gvγ) for γ ≥ γv
(13)

Then, substituting (13) into (12) and after some algebraic modifications, we obtain

sh,v(γ)=


0 for 0 < γ < γv

(v
h)

h
∑

t=0
(v

t)(−1)tat+v−h
v exp(−(t+v−h)gvγ)

for γ ≥ γv

(14)

Substituting (6) and (14) into (11) and then applying [48] (Equation (3.381.3)) to solve
the resulting integrals, we obtain p(3)h,v,q as in (15). Further, substituting (15) into (10), we

obtain the probability p(2)h,q that h new decoded packets are put into the buffer having q
empty positions.

p(3)h,v,q =



(v
h)

h
∑

t=0
(h

t)
(−1)tαmat+v−h

v

[
Γ
(

m, α+β(t+v−h)gv
β γv

)
−Γ
(

m, α+β(t+v−h)gv
β γv+1

)]
Γ(m)(α+β(t+v−h)gv)

m for 0 ≤ v < min(N, q) and h ≤ v

(v
h)

h
∑

t=0
(h

t)
(−1)tαmat+v−h

v Γ
(

m, α+β(t+v−h)gv
β γv

)
Γ(m)(α+β(t+v−h)gv)m for v = min(N, q) and h ≤ v

0 otherwise

(15)

Given the expressions of the probabilities p(1)k,i , p(2)h,q , and p(3)h,v,q in (9), (10), and (15),
respectively, the transition probability πi,j that the number of packets in the buffer of the
UE changes from i in the current transmission interval to j in the subsequent transmission
interval can be derived as follows. The transition probability πi,j is the joint probability

composed of the probability p(1)k,1 of the event A that the UE consumes k packets, 0 ≤ k ≤
min{i, N}, given i packets are in its buffer, 0 ≤ i ≤ L, and the probability p(2)j−i+k,L−i+j
of the event B that the UE successfully decodes extra (j − i + k) packets sent from the
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MVP unit given (L− i + k) vacant positions in the buffer. Because the events A and B are
independent, the transition probability πi,j can be calculated as

πi,j =
min{i,N}

∑
k=0

p(1)k,i p(2)j−i+k,L−i+k (16)

Then, substituting the expressions of p(1)k,i given in (9) and p(2)h,q given in (10) into (16)
yields

πi,j =
min{i,N}

∑
k=0

min(N,L−i+k)

∑
v=j−i+k

λk exp(−λ)

k!
p(3)j−i+k,v,L−i+k (17)

To derive the steady-state distribution of the number of packets in the buffer of the
UE, let us define the steady-state probability vector

π = [π0, π1, . . . , πL] (18)

where πk, k = 0, . . . , L denotes the steady-state probability that k packets are in the buffer
of the UE. Furthermore, the following conditions apply for the steady-state probabilities:

πk ≥ 0 (19)
L

∑
k=0

πk = 1 (20)

In view of (19) and (20), the steady-state probability vector π can be obtained as a
solution of the system

πT = π (21)

where the transition matrix T of size (L + 1)× (L + 1) contains the transition probabilities
πi,j, i.e.,

T =
[
πi,j
]
(L+1)×(L+1) (22)

As can be seen from (21), the steady-state probability vector π is a normalized left
eigenvector of the transmission matrix T associated with the eigenvalue one. Utilizing
the method of eigenvalue decomposition, which can be performed with the support of
mathematical software packages, the left eigenvector of T corresponding to the eigenvalue
one is obtained. Then, we normalize this vector such that all entries sum up to one to
obtain π.

4. Performance Analysis

In this section, we derive analytical expressions for the blocking probability, through-
put, queueing delay, and average packet error rate, which allows assessing the performance
of the network architecture shown in Figure 1. Nakagami-m fading with fading severity
parameter m is used to model the wireless link between the MVP unit and the UE.

4.1. Blocking Probability and Throughput

Blocking probability Pb is defined as the probability that the UE cannot accept packets
from the server because the buffer is full. The probability that packets transmitted by the
MVP unit are blocked at the buffer of the UE is given by

Pb = πL (23)
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where πL denotes the steady-state probability that the buffer of length L is fully occupied
with packets.

Throughput, also called effective consuming rate, is the rate at which the VR video
streaming application of the considered system consumes the packets of the buffer and is
calculated as

λT = λ(1− Pb) (24)

4.2. Delay in the System and Queueing Delay

The delay induced by an entire system is composed of the transmission delay and the
queueing delay, i.e., the time it takes for a packet to be transmitted over a network and the
mean waiting time that a packet waits in the buffer until it is processed. The mean waiting
time in the buffer at the UE is derived by using the Little’s theorem as the ratio between the
number of packets in the buffer over the consuming rate. Accordingly, the delay time in
the systems is obtained as

δ = δ1 +

L
∑

l=0
lπl

λ
(25)

where δ1 denotes the transmission delay. The numerator in the fraction of (25) represents
the long-term average number of packets in the buffer of a stationary system, and the
denominator is the consuming rate. It should be mentioned that the transmission delay
may be relatively small, e.g., δ1 = 20 µs in the case of an IEEE 802.11 wireless local area
network [49]. In our system model, the prefetching of VR video packets at the MVP unit
alleviates the latency related to the public Internet, while the transmission delay from the
MVP unit at the network edge to the UE can be assumed as small. Hence, we focus in this
work on the queueing delay

δ2 =

L
∑

l=0
lπl

λ
(26)

4.3. Average Packet Error Rate

The average packet error rate is defined as the ratio of the average number of erro-
neously decoded packets to the average number of packets transmitted during a transmis-
sion interval. In particular, the average number of erroneously decoded packets can be
calculated as

PER =
1
η

N

∑
n=1

PERn (27)

where PERn is the average number of erroneously decoded packets when the n-th MCS
mode, n ≤ N, is selected for the transmission. Furthermore, the average number of packets
η transmitted during a transmission interval, also called the average transmission efficiency,
can be formulated as

η =
N

∑
n=1

npn (28)

where pn is the probability that the n-th MCS mode is selected, i.e., the probability that n
packets are transmitted in a transmission interval. The selection of the n-th MCS mode
with n < N takes place for the following two cases:

• Case 1: The SNR γT at the UE falls in the range γn ≤ γT ≤ γn+1, and the buffer has
more than n empty positions.
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• Case 2: The SNR γT at the UE falls in the range γn ≤ γT , and the buffer has exactly n
empty positions.

Thus, the probability that the n-th MCS mode with n < N is selected for the transmis-
sion can be written as

pn =
L−n−1

∑
i=0

πi[FγT (γTn+1)−FγT (γn)]+πL−n[1−FγT (γn)] (29)

The N-th MCS mode, i.e., highest transmission mode, is selected for the transmission
from the MVP unit to the UE if the SNR γT at the UE falls in the range γN ≤ γT and
the number of empty positions in the buffer at the UE is greater than or equal to N. The
probability of selecting the N-th MCS mode is calculated as

pN =
L−N

∑
i=0

πi[1− FγT (γTN )] (30)

As such, the total average transmission efficiency combining (29) and (30) is ob-
tained as

η =
N−1

∑
n=1

n
[L−n−1

∑
i=0

πiFγT (γn+1)−
L−n

∑
i=0

πiFγT (γn) + πL−n

]
+N

L−N

∑
i=0

πi[1− FγT (γN)] (31)

Finally, an expression for the average packet error rate, PER, is derived as follows. For
n < N, the number of erroneous packets for the n-th MCS mode is calculated as

PERn = n
L−n−1

∑
i=0

πi

∫ γn+1

γn
Pe,n(γ) fγT (γ)dγ + nπL−n

∫ ∞

γn
Pe,n(γ) fγT (γ)dγ (32)

Substituting (6) and (13) into (32) and then applying [48] (Equation (3.381.1)) and [48]
(Equation (3.381.4)) to solve the respective integrals, the number of erroneous packets
for the case that n packets with n < N are transmitted within a transmission interval is
obtained as

PERn = n
L−n

∑
i=0

πi
anαm

Γ(m)

Γ
(

m, α+βgn
β γn

)
(α + βgn)m + n

L−n−1

∑
i=0

πi
an+1αm

Γ(m)

Γ
(

m, α+βgn+1
β γn+1

)
(α + βgn+1)m (33)

For n = N, the number of erroneous packets for the N-th MCS mode is calculated as

PERN = N
L−N

∑
i=0

πi

∫ ∞

γN

Pe,n(γ) fγT (γ)dγ (34)

Substituting (6) and (13) into (34) and applying [48] (Equation (3.381.1)) to solve the
integral, after some algebraic modifications, the number of erroneous packets when N
packets are transmitted during one transmission interval is given by

PERN = N
L−N

∑
i=0

πi
αmaN
Γ(m)

Γ
(

m, α+βgN
β γN

)
(α + βgN)m (35)

Eventually, substituting (31), (33), and (35) into (27), the average PER is obtained as
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PER =

N−1
∑

n=1
n

L−n−1
∑

i=0
πi

an+1αm

Γ(m)

Γ
(

m,
α+βgn+1

β γn+1

)
(α+βgn+1)

m + N
L−N
∑

i=0
πi

aN αm

Γ(m)

Γ
(

m, α+βgN
β γN

)
(α+βgN)m

N−1
∑

n=1
n
(

L−n−1
∑

i=0
πiFγT (γn+1)−

L−n
∑

i=0
πiFγT (γn) + πL−n

)
+ N

L−N
∑

i=0
πi[1− FγT (γN)]

(36)

5. Numerical Results

In this section, we present the numerical results illustrating the performance of the
considered adaptive rate scheme with prefetching of VR video packets. To benchmark the
performance of the considered scheme, values of key performance indicators (KPIs) as
suggested in [5] are provided in Table 2 for different QoE levels (entry-level VR, advanced
VR, ultimate VR). In full-view transmission, the data transmitted to the UE contains the
full view of the sphere while the bandwidth can be conserved with FOV transmission that
transmits high-quality VR video of the current FOV.

The encoded video frames of VR videos are segmented into packets, which, in this
work, are assumed to have a size of 1024 bytes. Further, we set the average channel power
gain on the wireless link between the MVP unit and the UE to Ω = 2, the fading severity
parameter to m = 2, and the transmit SNR to β = P/N0 = 20 dB. In addition, we varied
the fading severity parameter as m = 1, 2, 3 to study its impact on the throughput.

Table 2. Network requirements in terms of selected key performance indicators (KPIs) of cloud VR
for different QoE levels [5].

Weak-Interaction VR Services

KPI Entry-Level VR Advanced VR Ultimate VR

Full view: Full view: Full view:
75 Mbps (2D) 630 Mbps 4.4 Gbps

Typical 120 Mbps (3D)

throughput FOV: FOV: FOV:
40 Mbps (2D) 340 Mbps 2.34 Gbps
63 Mbps (3D)

Typical round- 30 ms (2D) 20 ms 10 ms
trip time 20 ms (3D)

Typical packet loss 2.4× 10−5 10−6 10−6

Strong-Interaction VR Services

KPI Entry-Level VR Advanced VR Ultimate VR

Typical 120 Mbps (2D) 1.4 Gbps 3.36 Gbps
throughput 200 Mbps (3D)

Typical round-trip time 10 ms 5 ms 5 ms

Typical packet loss 10−5 10−6 10−6

Figure 2 shows the blocking probability Pb as a function of the consuming rate λ for
different buffer lengths L. It can be seen that the blocking probability steeply reduces with
the consuming rate increasing up to λ = 50 packets/ms for the considered buffer lengths.
For consuming rates 50 < λ ≤ 450 packets/ms, the reduction of the blocking probability
is less significant. As far as the blocking probability is concerned, instead of relying on
high consuming rates to clear the buffer, the increase of the buffer length seems to be more
efficient to avoid blocking. In particular, for the consuming rate of λ = 50 packets/ms
and a buffer length of L = 20 packets, the blocking probability Pb can be kept below 10−8.
Assuming that a blocked packet is lost for further processing in practice, the network
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requirements on typical packet loss given in Table 2 are fulfilled for all considered QoE
levels and interaction types for the buffer length of 20 packets with consuming rates of
λ ≥ 50 packets/ms. For entry-level VR, a buffer length of L = 15 packets is already
sufficient to achieve the required typical packet loss rate.

Figure 3 presents the throughput λT supported by the considered system versus buffer
length L for different consuming rates λ. Similar to the blocking probability, the throughput
converges to a constant plateau once the buffer length reaches L = 10 packets with minor
increases obtained for larger buffer lengths. The throughput supported by these consuming
rates is given in parenthesis. While an increase of throughput with an increased consuming
rate is expected, an increase of the buffer length also improves the throughput. This
behavior can be explained with the blocking probability shown in Figure 2, which shows
that the larger buffer lengths significantly reduce the blocking probability. As a result, an
increased number of packets can be processed, which in turn increases the throughput
for a given consuming rate (see also (24)). The results shown in this figure can be used to
select the consuming rate needed to fulfill the typical throughput requirements specified in
Table 2. For example, given a consuming rate of λ = 450 packets/ms, all three QoE levels
of strong-interaction VR services can be served. The typical throughput requirements of
full-view VR, entry-level VR, and advanced VR of weak-interaction and strong-interaction
VR services can already be reached with a consuming rate of λ = 175 packets/ms. As such,
Figure 3 may be used to select the buffer length and consuming rate needed to comply with
the typical throughput of a particular VR service.

Figure 2. Blocking probability Pb versus consuming rate λ for buffer lengths of L = 10, 15, and
20 packets.

Figure 4 shows the delay induced by the queueing system on the overall delay budget
of a VR service (see Table 2). The results show that the queueing delay consumes very
little of the overall delay budget or typical round-trip time specified in Table 2 to range
between 5 ms and 30 ms. In particular, for the buffer length L ≥ 10 and consuming rate
λ = 10 packets/ms that supports a throughput of λT = 81.92 Mbps, the queueing delay is
already kept below 0.6 ms, leaving significant time to be consumed by other functions of
the transmission chain. In the case of the increased consuming rate λ = 450 packets/ms
with the associated throughput of λT = 3.69 Gbps, the delay induced by the queueing
system is negligible compared to the typical round-trip times allowed to reach the QoE
levels of the different interaction types of VR services. In essence, while the increase of the
buffer length increases the mean waiting time of a packet in the buffer, an increase of the
consuming rate can efficiently compensate for this effect, providing a significant decrease
of queueing delay.
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Figure 3. Throughput λT versus buffer length L for consuming rates of λ = 10, 25, 175, and
450 packets/ms.

Figure 4. Queueing delay δ2 versus buffer length L for consuming rates of λ = 10, 25, 175, and
450 packets/ms.

Figure 5 depicts the average packet error rate, PER, as a function of the buffer length L.
While the average PER for different consuming rates are fanned out for the smaller buffer
lengths from L = 5 to 10, a floor of PER = 4.62 × 10−6 is reached for larger buffer lengths.
The increase of the average PER with increasing buffer length L is because the MCS mode
n ≤ L selected at the MVP unit is restricted not only by the wireless channel condition,
but also by the number of available unoccupied positions in the buffer. As a result, if the
buffer is short, implying a higher risk that only a small number of unoccupied positions
can be provided, an MCS mode is selected that uses low-order modulation constellations
and low code rates. As the buffer length increases, MCS modes having higher-order
modulation constellations and higher code rates can be used, which in turn reduces the
robustness against poor wireless channel conditions and increases the average PER. If the
buffer length is sufficiently large, the average PER is constrained entirely by the channel
condition and converges toward a constant level. The beneficial effect of an increased
consuming rate giving a lower average PER may be attributed to the associated increase
of the average transmission efficiency (see (28) and (31)) compared to the increase of the
MCS-mode-specific average PER (see (27), (29), and (30)).

Figure 6 illustrates the throughput performance of the considered system for dif-
ferent fading severity parameters and consuming rates set to λ = 175 packets/ms and
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λ = 450 packets/ms. In particular, the fading severity parameter m = 1 relates to Rayleigh
fading, while the fading severity reduces with increased fading severity parameter m = 2
and m = 3. For both consuming rates and buffer length L ≤ 10, throughput becomes higher
for less-severe fading channels, i.e., higher fading severity parameter m. An increased
buffer length reduces the blocking probability, which results in an increased throughput for
all considered fading severity parameters (see also Figure 3 and the related discussion). The
throughput becomes independent of the fading severity for buffer length L > 10, reaching
a constant value of 1.43 Gbps for the consuming rate λ = 175 packets/ms and 3.69 Gbps
for λ = 450 packets/ms. It should be noted that fading severity may be compensated by
beamforming techniques as used in contemporary wireless VR implementations [50,51]
and suggested for future wireless local area networks [52].

Figure 5. Average packet error rate PER versus buffer length L for consuming rates of λ = 10, 25, 175,
and 450 packets/ms.

Figure 6. Throughput λT versus buffer length L for different fading severity parameter, i.e., m = 1
(Rayleigh fading), m = 2, and m = 3.

6. Conclusions

In this paper, we have conducted a performance analysis of an adaptive rate scheme for
QoE-assured mobile VR video streaming. The considered network architecture consists of a
server with the VR video contents, an MVP unit at the network edge, and UEs comprising
of an HMD and a buffer. The MVP unit prefetches VR video packets from the server,
bringing the content closer to the network edge, which reduces the latency. Further, the
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MVP unit provides a number of MCS modes for adaptive modulation and coding to cope
with the varying conditions of the wireless link to the UE. The selection of the MCS modes
and associated adaptive rates is controlled by the channel condition between the MVP unit
and the UE, as well as the state of the buffer at the UE. The buffer at the UE compensates
for the adaptive rates such that the expected rate of the mobile VR streaming application is
maintained, which in turn reduces the blocking probability. The performance analysis has
provided analytical expressions for the blocking probability, throughput, queueing delay,
and average PER for the general case of Nakagami-m fading. Numerical results have been
provided illustrating that the adaptive rate scheme together with prefetching at the MVP
unit and caching of VR video packets at the UE buffer assures the QoE levels of different
mobile VR applications by controlling the consuming rate and the buffer length at the UE.
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Abbreviations and Notations
The following abbreviations are used in this manuscript:

16-QAM 16-ary quadrature amplitude modulation
5G 5th-Generation
5G-HetNets 5G heterogeneous networks
6G 6th-Generation
A3C Advantage actor–critic
AR Augmented reality
BPSK Binary phase shift keying
CDF Cumulative distribution function
C-RAN Cloud radio access network
DRL Deep reinforcement learning
FOV Field of view
HMD Head-mounted display
KPI Key performance indicator
LTE-A Long-term evolution-advanced
MAR Mobile augmented reality
MCS Modulation and coding scheme
MEC Mobile edge computing
MEC-DC Multi-user cost-efficient crowd-assisted delivery and computing
mmWave Millimeter wave
MPEG-DASH Moving Picture Experts Group-dynamic adaptive streaming over HTTP
MVP Mobile virtualization with prefetching
PDF Probability density function
PER Packet error rate
PVRV Panoramic virtual reality video
QoE Quality of experience
QoS Quality of service
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QPSK Quadrature phase shift keying
RL Reinforcement learning
RNN Recurrent neural network
SNR Signal-to-noise ratio
UAV Unmanned aerial vehicle
UE User equipment
VEC Vehicular edge computing
VR Virtual reality

The following notations are used in this manuscript:

Symbol Description

(··) Binomial coefficient
exp(·) Exponential function
min(·, ·) Minimum operator returning the smallest value of two values
an Modulation parameter
fX(·) Probability density function of random variable X
gn Modulation parameter
m Fading severity parameter
p(2)h,q Probability that h new decoded packets are placed into the buffer conditioned

that q empty positions are available in the buffer at the UE
p(3)h,v,q Joint probability that the MVP unit transmitted v packets and the UE successfully

decoded h packets given q empty positions in the buffer
p(1)k,i Probability of the UE consuming k packets of its buffer given that 0 ≤ i ≤ L

packets reside in the buffer
pn Probability that the n-th MCS mode is selected for transmission
sh,v(γ) Probability that exactly h packets of v transmitted packets are decoded
FX(·) Cumulative distribution function of random variable X
L Length of the buffer at the UE
N Number of modulation and coding modes
N0 Noise power
P Transmit power
Pb Blocking probability
Pe,v(γ) Packet error rate for v packets being transmitted by the MVP unit and a signal-to-

noise ratio of γ is available at the UE
PER Average number of erroneously decoded packets
PERn Average number of erroneously decoded packets when the n-th MCS mode is

selected
PERTG Target packet error rate
TF Duration of a time slot
T Transition matrix
X Channel power gain
β Transmit signal-to-noise ratio
δ Delay time
δ1 Transmission delay
δ2 Queuing delay
η Average number of packets transmitted during a transmission interval
γn Switching threshold for the n-th MCS mode
γT Signal-to-noise ratio at the UE
λ Processing rate
λT Throughput
πk Steady-state probability that k packets are in the buffer of the UE
πi,j Transition probability for the buffer going from state i to state j
π Steady-state probability vector
Γ(·) Gamma function
Γ(·, ·) Incomplete gamma function
Ω Average channel power gain
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