Automated Detection of Left Bundle Branch Block from ECG Signal Utilizing the Maximal Overlap Discrete Wavelet Transform with ANFIS
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Abstract: Left bundle branch block (LBBB) is a common disorder in the heart’s electrical conduction system that leads to the ventricles’ uncoordinated contraction. The complete LBBB is usually associated with underlying heart failure and other cardiac diseases. Therefore, early automated detection is vital. This work aimed to detect the LBBB through the QRS electrocardiogram (ECG) complex segments taken from the MIT-BIH arrythmia database. The used data contain 2655 LBBB (abnormal) and 1470 normal signals (i.e., 4125 total signals). The proposed method was employed in the following steps: (i) QRS segmentation and filtration, (ii) application of the Maximal Overlapped Discrete Wavelet Transform (MODWT) on the ECG R wave, (iii) selection of the detailed coefficients of the MODWT (D2, D3, D4), kurtosis, and skewness as extracted features to be fed into the Adaptive Neuro-Fuzzy Inference System (ANFIS) classifier. The obtained results proved that the proposed method performed well based on the achieved sensitivity, specificity, and classification accuracies of 99.81%, 100%, and 99.88%, respectively (F-Score is equal to 0.9990). Our results showed that the proposed method was robust and effective and could be used in real clinical situations.
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1. Introduction

Left bundle branch block (LBBB) is a common cardiovascular disease (CVD) that leads to high mortality. The World Health Organization (WHO) have reported that 17.9 million lives are lost each year to CVD [1]. This was estimated to be 32% of all deaths worldwide, with more than 75% of these from low- and middle-income countries, while 85% of all CVD deaths are from heart attacks and strokes [1].

LBBB is linked with other cardiac conditions; therefore, its early and timely prediction are extremely important. The bundle branch nerve is the only pathway to distribute electrical impulses to the lower heart parts (left and right ventricles). It begins from the atrioventricular node and then goes down to produce left and right bundle branches that
perform the main function of simultaneously activating (i.e., contracting) the left and right ventricles, respectively. The blockage of the left bundle branch delays the occurrence of the contraction in the left ventricle (LV); on the other hand, the right ventricle (RV) depolarizes before the LV. This delay may cause a small uncoordinated heart contraction and, consequently, less blood pumping efficiency.

LBBB is characterized by other conditions: coronary artery disease, high blood pressure, heart valve disease, an enlarged or weakened heart muscle (cardiomyopathy), heart infection (myocarditis), heart attack, congential heart defects, and certain heart rhythm medicines.

Physicians rely on understanding the electrocardiogram (ECG) signal to diagnose LBBB, considering the following criteria:

1. A QRS duration greater than 120 milliseconds (complete LBBB) (the combination of the Q, R, and S waves represents the ventricular depolarization, i.e., the QRS complex). The form of the QRS is widened and downwardly deflected in lead V1. If the QRS duration is 100 to 119 ms, the presence of LBBB is known as incomplete. Right bundle branch block (RBBB) presents if the QRS is widened and upwardly deflected in lead V1.

2. The absence of the Q wave in leads I, V5, and V6.


4. ST and T wave displacement opposite to the major deflection of the QRS [2].

Researchers in the cardiology field (physicians and clinical engineers) studied the QRS complex regardless of the lead of recorded ECG (I–III, aVL, aVR, and V1–V6). The target was to detect the time duration or extract features from the QRS complex whether the LBBB was complete or incomplete. Lately, all developed algorithms have been conducted by machine learning classifiers. It can be seen from the reported works that the extracted features from the QRS complex are more reliable. In [3], fifteen heartbeat types from MIT-BIH arrhythmia [4] were pre-processed, and a set of morphological parameters were extracted after the Sym8-DWT (Discrete Wavelet Transform), used to decompose the ECG waveform. Then the KSMAX (KNN–SVM–MLP–AdaBoost–XGBoost) classifier was employed to ensure an accuracy equal to 98.6%. In another attempt in [5], 10 s of ECG segments from MIT-BIH arrhythmia were converted to an image of a time-frequency spectrogram using the short-time Fourier transform (STFT). The spectrograms were used as input to the two-dimensional convolutional neural networks (2D-CNN) classifier to achieve an average accuracy of 99%.

Borui Hou et al. [6] implemented a novel deep learning-based algorithm that integrates a long short-term memory (LSTM)-based auto-encoder (AE) network. The LSTM-AE is integrated with a support vector machine (SVM) for ECG MIT-BIH arrhythmias’ classification. The average accuracy was 99.45%. The in-depth features are extracted by a deep neural network (DNN) on multi-lead ECG signals [7]. This work proposed a novel method to extract deep features combined with several expert features to detect the LBBB and RBBB on multi-lead ECG signals (the accuracy was 98.76%).

Some reported studies focused on a combination of ECG morphological features such as parameters of QRS complex duration, slope, area, length of the curve, heart rate variability (HRV), amplitude, PP interval, PR interval, and P-wave duration [8–15]. However, morphological features almost depend on the time domain spectrum, where the average accuracy reported by Zhang et al. [10] did not exceed 86.66%. Other statistical features proposed by Sharma et al. [16], such as the mean, variance, standard deviation, skewness, and kurtosis, achieved an accuracy of 99.05%. These statistical features were extracted from the QRS complex downloaded from the standard MIT-BIH database. Even though morphological parameters have an advantage, they are common for physicians.

On the other hand, the wavelet domain spectrum was a valuable source of extracted features and served as a reliable denoising tool [17]. Thus, the QRS complex has been
detected by various algorithms’ wavelet-based approaches combined with machine learning techniques. For example, the QRS detection algorithm and the wavelet neural network (Mexican hat wavelet function) were proposed by Özbaş et al. [18]. In reference [19], the authors attempted to use a wavelet-based delineator to detect individual QRS waves (Q, R, S), QRS onset and ends, and to identify the morphological QRS pattern on each standard lead, with an accuracy achieved of 79.5%. Next, the wavelet decomposition (Daubechies 4) was employed via the Pan–Tompkins algorithm. There were 25 extracted features from each beat, namely: the mean, variance, standard deviation, minimum and maximum detail coefficients, and approximation coefficients, to achieve an accuracy of 98.46% [20]. Another successful trial for QRS wave detection using Gaussian mixture and wavelet features was presented in [21]. Principal component analysis for feature set reduction was applied. The classification process utilizes two classifier techniques, the probabilistic neural network (PNN) algorithm and the Random Forest (RF) algorithm. In addition, a Multiresolution Discrete Wavelet Transform (MRDWT) and Multilayer Probabilistic Neural Network (MPNN) classifier were used for the detection of cardiac arrhythmia from ECG signals, where features were extracted from big data ECG of MIT-BIH to gain an accuracy equal to 99.01% [22]. The hidden Markov model (HMM) was used for cardiac arrhythmia (LBBB) detection. The main features are extracted from the ECG MIT-BIH, in which the proposed model has an overall accuracy of 99.7% [23].

The MIT-BIH database was first established in the 1980s as a standard material for evaluating arrhythmia detectors and providing scientific research in cardiac dynamics in long-term ECGs [4]. However, some drawbacks and limitations related to this database were reported by Moody et al. [4]. The limitations can be:

(i) The flutter arrhythmic condition should be considered carefully during the variation in recording and playback speeds.
(ii) Some morphologic parameters within frequency domain artefacts were present due to specific mechanical components of the recorder and playback unit.
(iii) Another drawback appeared if two signals were recorded at slow tape speed on parallel tracks; minute differences between the orientations of the two-channel record and playback heads led to as great as 40 ms of fixed skew between signals. This problem is generic to analogue multi-track tape recorders and appears in the American Heart Association (AHA) and European databases [4]. The internal signal skew must be considered in algorithms intended to analyze such arrhythmic signals. However, some of these drawbacks were overcome and determined carefully after establishing PhysioNet in 1999.

Variations in the recorded signals, emphasizing the annotation performed on the recordings by physicians, reveal the spread of the electrical impulse in the case of LBBB that takes an irregular propagation through the LV and RV muscle. However, different electrodes recorded the LBBB segments in different locations, and some problems related to the artifacts and noises associated with data recording need to be addressed. According to the previously discussed issues that countered biosignal processing, two concerns should be pointed out in this research work:

(i) How efficiently can the ECG signal be denoised, especially the part of the QRS complex responsible for LBBB occurrence?
(ii) Which of the following criteria may be selected appropriately for the QRS complex to positively impact the arrhythmic disease diagnosis?
(iii) Do the extracted features and the selected machine learning achieve the highest accuracy?

Ultimately, this work aimed to automate the detection of LBBB as an arrhythmic cardiac disease underlying many other cardiac failure conditions. After the signal pre-processing, the R wave was segmented from the ECG signals of the MIT-BIH database. The segmentation of the signal is based on the fact that LBBB can appear clearly if
the duration of the QRS complex exceeds the 120 ms window. The signal is converted to the scale frequency wavelet domain, where the Maximal Overlap Discrete Wavelet Transform (MODWT) with different detail coefficients is employed on the segmented QRS complex interval. The detailed coefficients that were statistically significant (D2, D3, and D4) and kurtosis and skewness are fed into the Adaptive Neuro-Fuzzy Inference System (ANFIS) classifier to perform the highest classification to the best of our knowledge. This work has the following contributions: the width of the QRS complex duration is 180 ms, and MODWT is first employed on the LBBB detection with ANFIS application.

The workflow in this article is structured as follows: Section 1 is the Introduction, where the background of the LBBB, limitations, and the novelty of the proposed method are presented. Section 2 analyzes the scientific literature relating to the specific topic with a summary table showing the main parameters and specifications of the scientific contributions analyzed. All the ECG recordings, signal pre-processing and QRS segmentation, application of MODWT to select the extracted features, and ANFIS classifier description are discussed in Section 3, Materials and Methods. The result of signal processing, QRS decomposition by MODWT, feature extraction, and ANFIS training–testing scores are listed in Section 4. In Section 5, the interconnections between the theories, results, and the comparison study with other published works are carefully discussed. Finally, a conclusion on the approach’s benefits and novelty is given in Section 6.

2. Related Works

In the literature, many researchers consider LBBB an important arrhythmic cardiac disease linked to many other dynamic disorders of the LV and RV. The most published works were considered the standard set of the MIT-BIH database. Nevertheless, the theme of the reported works has affirmed a concentration on the segmentation techniques used for the QRS complex and the best selection for the extracted parameters. Moreover, the selected machine learning (ML) was essentially determined. For example, Engin et al. [24] presented their approach to ECG beat classification based on the Hamming window with 160 samples of length to extract three types of feature sets. Features were extracted using the autoregressive (AR) model coefficients, third-order cumulant, and the Discrete Wavelet Transform (DWT) variance. The classifier used the fuzzy-hybrid neural network (F-HNN) to achieve an accuracy of 93.5%. In reference [11], features were extracted utilizing the RR interval, Gaussian mixture modelling (GMM), and expectation maximization (EM) higher-order statistics (HOS), and were classified by a decision tree.

There are several algorithms that have been successfully tested on the LBBB signals. In detail, the researchers developed a genetic algorithm–neural network wrapper approach [25], an ECG R-peak detection algorithm with wavelet-based multi-resolution analysis (WMRA) enhancement [26], and a detection technique using a rank score algorithm [27]. Sharma et al. [16] demonstrated several statistical features of the QRS complex of LBBB combined with the K Nearest Neighbor (KNN) classifier.

Table 1 shows some reported studies investigating various heartbeat types [28,29]. It contains details about the classification method, feature extraction, database name, duration of the segmented signal, and accuracy. As seen in Table 1, all studied records of ECGs were taken from one source, the MIT-BIH or PhysioNet database (since 1999). This common factor makes the challenge of LBBB and other cardiac arrhythmias detection approaches for physicians’ observations of ventricular arrhythmia lead to more satisfying results. This outcome applies to the high sensitivity (True Positive) reported in References [11,16,24,25,29].

Although the MIT-BIH database was established in the 1980s, it has been noticed that most researchers started to pay attention to the features selection from 2016 to 2019. This outcome can be identified by the high accuracy achieved, between 98% and 99.7%, as reported in References. [11,16,25,27–29]. As mentioned before in this work, the best
feature selection was the statistically-based selection. For example, in Reference [11], the RR interval, Gaussian mixture modelling (GMM), and expectation maximization (EM) higher-order statistics (HOS) represent the statistical feature selection belonging to the time–frequency domain.

The third outcome is the successful choice for features extracted that impact on the state of the art method for the used machine learning classifier. This outcome can be applied to Reference [11] as reported in Table 1. In the best statistically significant feature extraction, the greatest accuracy ranged from 99.05% to 99.7% [11,28,29], where overfitting phenomena were not reported.

Table 1. Summary of literature examples on heartbeat types’ detection.

<table>
<thead>
<tr>
<th>Research</th>
<th>Classification Method</th>
<th>Feature Extraction</th>
<th>Source of Data Samples</th>
<th>Signal Duration</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>M. Engin et al., [24]</td>
<td>F-HNN</td>
<td>AR + DWT + 3rd Order Cumulant</td>
<td>Records (102,106,118) from MIT-BIH dataset</td>
<td>-</td>
<td>99.6% Se</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>95.3% Sp</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>93.5% Acc</td>
</tr>
<tr>
<td>R. Ghorbani Afkhami et al., [11]</td>
<td>DT</td>
<td>RR interval + GMM + HOS</td>
<td>All classes in MIT-BIH dataset</td>
<td>-</td>
<td>100% Se</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>99.7% Acc</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100% PPV</td>
</tr>
<tr>
<td>R. Allami et al., [25]</td>
<td>ANN-GA</td>
<td>Genetic algorithm/feature reduction</td>
<td>LBBB, RBBB, and NOR records from the MIT-BIH dataset</td>
<td>-</td>
<td>98% Se, Sp and Acc</td>
</tr>
<tr>
<td>H. Karnan et al., [27]</td>
<td>LS-SVM</td>
<td>Signal Decomposition</td>
<td>MIT-BIH dataset</td>
<td>-</td>
<td>96.42% Se</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>94.69% Sp</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>98.21% Acc</td>
</tr>
<tr>
<td>L. Dev Sharma et al., [16]</td>
<td>KNN</td>
<td>QRS complex features of mean, variance, stdev, skewness, and kurtosis</td>
<td>LBBB, RBBB, and NOR records from the MIT-BIH dataset</td>
<td>160 ms window of each beat</td>
<td>98.48% Se</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>99.3% Sp</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>98.48% P+</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>93.5% Acc</td>
</tr>
<tr>
<td>V. Singh et al., [28]</td>
<td>SVM/DT/RFNV/ANN (Comparative Study)</td>
<td>3 different feature extraction methods</td>
<td>Normal, Paced, RBBB, LBBB, and PVC records from MIT-BIH dataset</td>
<td>-</td>
<td>ANN performed best with 99.59% Acc</td>
</tr>
<tr>
<td>S. Torres-Alegre et al., [29]</td>
<td>AMSOM</td>
<td>11 different features extracted</td>
<td>Normal, PVC, RBBB, and LBBB records from the MIT-BIH dataset</td>
<td>-</td>
<td>98.84% Se</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>99.60% Sp</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>99.04% Acc</td>
</tr>
</tbody>
</table>


3. Materials and Methods

A block diagram illustrating the proposed approach for LBBB detection is shown in Figure 1. The system includes signal pre-processing, R wave segmentation, signal enhancement by MODWT and feature extraction being performed. Then an ANFIS classifier was applied to distinguish the LBBB from the normal heartbeat.
3.1. Data Specifications

The ECG signals of the arrhythmic LBBB used in this research work were downloaded from the files of the MIT-BIH database [4]. It contains 48 two-channel recordings of approximately 30 min each at a 360 Hz sampling rate. All data were recorded from 47 patients and tested/examined at the BIH arrhythmia laboratory to be sorted into normal or pathological heartbeats between 1975 and 1979. The subjects included 25 men, aged from 32 to 89 years, and 22 women, ranging from 23 to 89 years, with approximately 60% of the subjects being inpatients. Although bandpass filters of 0.1–100 Hz were applied to the analogue signals from the playback unit, the recorders were battery-powered, and most of the 60 Hz noise in recordings was introduced in playback. This noise appears at the multiples of 30 Hz relative to real time in the recordings [4].

3.2. ECG Record Selection

In this study, we have used LBBB-ECG records (files) numbers 109, 111, and 207 from the dataset (Physio Bank: https://archive.physionet.org/physiobank/database/, accessed on 1 September 2021), while file number 121 was used for the normal ECGs. Each half-hour recording was divided into 30 records of one-minute duration. One thousand four hundred seventy (1470) normal beats were selected. The first and last beats of each minute recorded were excluded due to an error in identifying the R wave peaks during the QRS complex extraction process. On the other hand, forty minutes of LBBB beat recordings were selected with 2655 beats. The first and last beats of each minute recorded were excluded due to the same reason. The lead V1 was adopted in this method because the S wave in the LBBB beats is much deeper than the normal beats.

3.3. ECG Pre-Processing and QRS Complex Extraction

The 60 Hz notch filter was employed to eliminate the noise caused by the battery-powered records, and (0.1–130 Hz) Butterworth bandpass filter was applied to the records to denoise the ECG signals [30]. Thus, the QRS complex was extracted by identifying the peak of the R wave when a 90 ms to the left and right of the detected R-peak was segmented, resulting in a 180 ms QRS complex window. This window was selected since QRS duration is between 80–120 ms in normal beat (i.e., 97.2 ms in Figure 2), but it
can extend beyond 120 ms in the bundle branch block case, as seen in Figure 3 (i.e., 138.2 ms). Figures 2 and 3 show the steps of ECG filtering and QRS complex extraction of normal and LBBB beats.

![Raw Data Signal](image1.png) ![Notch filter](image2.png) ![Bandpass filter](image3.png)

(a) (b) (c)

![Extracted QRS Complex](image4.png)

(d)

**Figure 2.** Processing steps for normal R-R interval (a), after notch filter (b), after BPF (c), and the segmented QRS complex (d).


Figure 3. Processing steps for the LBBB R-R interval (a), after notch filter (b), after BPF (c), and the segmented QRS complex (d).

3.4. ECG Feature Extraction from MODWT

Selection of the best fitting features for an achievable classifier is an important step. To the best of our knowledge, this could be the first attempt to use the MODWT in LBBB detection. The MODWT has several advantages over the traditional DWT [31,32]:

(1) MODWT is a highly redundant, non-orthogonal transform, distinguishing it from DWT. At each level of the decomposition, MODWT keeps down-sampled data that DWT would otherwise discard;

(2) DWT is orthonormal, while MODWT is not; DWT is used for samples of size $2^n$, where $n > 1$, while MODWT can be used for any sample size;

(3) Both transforms have multi-resolution analysis (MRA), but MODWT benefits from transforming invariant, i.e., details and smooth coefficients that shift along with signal $X$.

In our case, the input signal of LBBB (QRS) is samples of a function $f(x)$ evaluated at $N$-many time points. The function can be expressed as a linear combination of the scaling function $\phi(x)$ and wavelet $\psi(x)$ at varying scales and translations [33,34].

$$f(x) = \sum_{k=0}^{N-1} c_k 2^{-l_0/2} \phi(2^{-l_0}x - k) + \sum_{j=1}^{l_0} f_j(x)$$

(1)

where

$$f_j(x) = \sum_{k=0}^{N-1} d_{jk} 2^{-l_j/2} \psi(2^{-l_j}x - k)$$

(2)

In Equation (1), $l_0$ represents the number of levels of the wavelet decomposition. The first sum is the coarse-scale approximation of the signal and $f_j(x)$ contains the details at successive scales. MODWT returns the $N$-many coefficients $\{c_k\}$ and the $(J_0 \times N)$-many detail coefficients $\{d_{jk}\}$ of the expansion. The number of decomposition levels for a signal of length $N$ can be calculated by the following calculation $\text{floor}(\log_2(N))$. Detail coefficients are produced at each level, while the scaling coefficients are applied only at the final level. In this study, if $N = 2048$, $J_0 = \text{floor}(\log_2(2048)) = 11$, and the number of rows in the QRS segment equals $J_0 + 1 = 11 + 1 = 12$.

These levels are D1, D2, D3, D4, D7, D8, D9, D10, D11, and A11, where D1–D11 denote the detail coefficients, while A11 is the scale coefficient (approximate).

In this work, each ECG signal was divided into one-minute duration with an average of 65 heartbeats (QRS complex). Next, each QRS interval was segmented based on the maximum amplitude of the R-peak with 90 ms cut off on the left and right side of the
R-peak. Consequently, the width of the QRS wave is 180 ms, considered an input to the MODWT. Then, each QRS segment was decomposed into D1–D11 and A11 coefficients.

In this work, first of all it must be considered that statistical significance does not imply significance clinically; therefore, all parameters for normal and abnormal (LBBB) QRS signals must be checked out by observation clinically and then by a statistical tool. In other words, we first compared all parameters (i.e., D1–D11, A11, kurtosis, and skewness) by plotting each parameter as normal vs. LBBB. Next, the statistical hypothesis testing was employed to test the null hypothesis and determine statistical significance. By comparing the mean of two groups (normal vs. LBBB), then the t-test was determined. The probability of making a type I error is denoted by Alpha (α).

\[
\alpha = P \text{ (type I error)} = P (\text{reject } H_0 \text{ when } H_0 \text{ is true})
\]

where P stands for significance level and H0 for rejecting the null hypothesis. However, P < \(\alpha\) means significance statistically. Usually, \(\alpha\) equal to 5% is most commonly used in medicine by a consensus of researchers [35,36]. If a p-value reported from a t-test is less than 0.05, then that result is said to be statistically significant, and the hypothesis is true.

All coefficients were tested for normal and LBBB signals by t-test criterion, which found that only D2, D3, and D4 are statistically significant (p < 0.05).

In the quality of the statistical features, the kurtosis (KSQI) was extracted from the QRS directly, which measures the spikiness of signals [37]. It is defined by

\[
k = \frac{E[(x - \mu)^4]}{\sigma^4}
\]  

(3)

Skewness (S) provided a measure of the asymmetry of intrinsic heart activity [38]. It is defined by

\[
S = \frac{E[(x - \mu)^3]}{\sigma^3}
\]  

(4)

where \(E\) is the mean value.

3.5. Adaptive Neuro-Fuzzy Inference System

The ANFIS is a machine learning (ML) rule-based classifier algorithm applied to many biosignal processing applications [39]. The ANFIS has the ability of ANN ML, which exploits a fuzzy inference system to deduce decisions by a fuzzy logic method that considers the membership degree of input–output variables [40]. The ANFIS architecture has two fuzzy if–then rules based on the Sugeno model. It has two sets of input rules applied to generate one output. The connection between the two input rules and the Sugeno fuzzy output is reconstructed in five layers of nodes; two layers are adaptive with flexibility, while the other three are fixed.

The selected five features (parameters) of D2, D3, D4, skewness, and kurtosis (Table 2), were normalized between 0 and 1 prior to being applied for the ANFIS using Equation (5) adapted from a previous study [39]

\[
\hat{F}_{j,\text{normalized}} = (\hat{F}_j - F_{j,\text{min}})/(F_{j,\text{max}} - F_{j,\text{min}})
\]  

(5)

where \(F_j\) and \(F_{j,\text{normalized}}\) are the original and normalized j-th features, respectively; \(F_{j,\text{min}}\) and \(F_{j,\text{max}}\) are the minimum and the maximum values of the j-th feature, calculated for all the 4125 samples (i.e., QRS), respectively. In other words, the n-th feature (for j = 1 to 5) for n samples (for n = 1 to 4125) was normalized between 0 and 1 values.
Table 2. Extracted parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inputs extracted from QRS complex by MODWT</td>
<td>D2, D3, and D4</td>
</tr>
<tr>
<td></td>
<td>D1, D5–D11</td>
</tr>
<tr>
<td></td>
<td>A11</td>
</tr>
<tr>
<td>Statistical parameters from QRS complex</td>
<td>Kurtosis</td>
</tr>
<tr>
<td></td>
<td>Skewness</td>
</tr>
</tbody>
</table>

The ANFIS structure should first be rehearsed using the training set to derive the optimum performance before evaluating the test sets. Therefore, we applied the ANFIS to all QRS recordings in the training sets in Table 3. The ANFIS training optimum parameters are illustrated in Table 4. After that, the ANFIS was evaluated on the test sets reported in Table 3.

The training–test procedure was repeated five times (i.e., 5-fold cross-validation procedure) by repeating the 20–80% ANN protocol five times to each class of the QRS dataset (Table 3); this operating method leads to better ANFIS performance accuracy.

Table 3. Training and testing datasets (80–20%).

<table>
<thead>
<tr>
<th></th>
<th>LBBB (Abnormal)</th>
<th>Normal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>2124 × 5</td>
<td>1176 × 5</td>
</tr>
<tr>
<td>Testing</td>
<td>531 × 5</td>
<td>294 × 5</td>
</tr>
</tbody>
</table>

Note: Each QRS signal has 5 extracted features (i.e., ×5).

Table 4. The training parameters of the ANFIS classifier.

<table>
<thead>
<tr>
<th>Name</th>
<th>FIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>Sugeno</td>
</tr>
<tr>
<td>And-Method</td>
<td>Prod:</td>
</tr>
<tr>
<td>Or-Method</td>
<td>Probor</td>
</tr>
<tr>
<td>Defuzz-Method</td>
<td>Wtaver (Weighted average of all rule outputs)</td>
</tr>
<tr>
<td>Imp-Method</td>
<td>Prod</td>
</tr>
<tr>
<td>Agg-Method</td>
<td>Sum</td>
</tr>
<tr>
<td>Inputs</td>
<td>5</td>
</tr>
<tr>
<td>Outputs</td>
<td>1 (Normal or LBBB)</td>
</tr>
<tr>
<td>Rules</td>
<td>5</td>
</tr>
<tr>
<td>Epoch</td>
<td>200</td>
</tr>
<tr>
<td>Ranges of influence</td>
<td>0.2</td>
</tr>
</tbody>
</table>

4. Results

In this framework of LBBB detection, the signal passed through filtration and denoising from the 60 Hz and the environmental noise. The next step was segmenting the QRS peak with a time window of 180 ms for both arrhythmic disease and normal conditions, as demonstrated in Figures 2 and 3. In Figure 4, an example of the MODWT performance is shown. Table 2 shows the extracted features after applying the MODWT to the QRS segments. The decomposed levels produced the 12 coefficient details, where only D2, D3, and D4 were statistically significant, in addition to the kurtosis and skewness. These five features were fed into the ANFIS classifier.
Figure 4. The raw ECG signal (a) was decomposed into the selected detail coefficients of D2 (b), D3 (c), and D4 (d).

Results of the ANFIS Analysis

Our research allowed us to build a database of ECG beats with the extracted features of D2, D3, D4, kurtosis, and skewness. The database contains 2655 × 5 LBBB (abnormal) and 1470 × 5 normal = 4125, the total number of signals (Table 3). Figure 5 shows the ANFIS training process on 80% of the dataset, including LBBB and normal heartbeats, and the response on 20% of the testing mode, where the x-axis represents the number of QRS studied signals. Figure 6 shows ANFIS outputs on the test set of 20% of LBBB and normal QRS complexes according to Table 3 (LBBB = 531 and normal = 294). The blue color indicates LBBB signals, while the red indicates normal ECG signals. The ANFIS output was set to either one if pathology was predicted or two for a normal ECG. Finally, the ANFIS performances were assessed by calculating the F-score, precision (or sensitivity), and recall (or positive predictivity) presented in Table 5 using Equations (6)–(10), respectively.

\[
\text{Precision} = \frac{TP}{(TP + FP)} \quad (6)
\]

\[
\text{Recall (Sen.)} = \frac{TP}{(TP + FN)} \quad (7)
\]

\[
F\text{–Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (8)
\]

\[
\text{Specificity} = \frac{TN}{(TN + FP)} \quad (9)
\]

\[
\text{Accuracy} = \frac{TP + TN}{(TP + TN + FP + FN)} \quad (10)
\]
All values of the True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) were taken from Figure 6.

**Figure 5.** Training results of ANFIS on 80% for LBBB and normal cases (a) while testing ANFIS on 20% in figure (b).

**Figure 6.** ANFIS output on 825 ECG beats test samples (Class 1 = LBBB, Class 2 = normal).
Table 5. Obtained performance on the testing dataset.

<table>
<thead>
<tr>
<th></th>
<th>P</th>
<th>N</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>F-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>530</td>
<td>294</td>
<td>99.811%</td>
<td>100%</td>
<td>99.878%</td>
<td>99.905</td>
</tr>
<tr>
<td>F</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. Discussion

The detection of LBBB is highly considered by many researchers and medical health industrial personnel. The standard MIT-BIH and PhysioNet databases were used to focus on the process of developing signal processing algorithms to achieve very high accuracy that was close to total perfection. In other words, the average accuracy of 99% becomes a fact. It is concluded that this competitive accuracy is dependent on three steps offered in this work. Before the pre-processing step was completed, the 30-min recordings were divided into one-minute durations; then, we studied the first five QRS peaks from each signal (i.e., minute). The second pre-processing step is well demonstrated in Figures 2 and 3, where the notch filter and Butterworth filter maintain a cut frequency of 60 Hz and 0.1–130 Hz, respectively. We were keen to segment the QRS correctly with a time window of 180 ms (i.e., 90 ms left and 90 ms right to the central point of the R-peak) during the workflow. In this way, the QRS length of abnormal cases in the right or left block can be detected smoothly because the abnormal (cardiac block) result occurs if the QRS peak exceeds 120 ms (Figures 2b and 3b). The total QRS segments numbered 4125, including the LBBB and normal peaks.

Notably, the MODWT effectively participated as a powerful denoising technique that assisted QRS enhancement, as illustrated in Figure 4. In response to the first and second concerns mentioned in the introduction, the advantages of MODWT among DWT would facilitate acquiring features/parameters that statistically fit the classifiers’ purposes. This means these parameters can be employed to distinguish the LBBB signal correctly. The detail coefficients obtained during the decomposition process were statistically tested to optimize only three level coefficients (D2, D3, and D4). Moreover, other statistical parameters such as kurtosis and skewness were calculated, to leave five extracted parameters that were fed into the ANFIS classifier later on. Figure 5 demonstrates the ability of ANFIS to communicate with the two classes of the inputs (LBBB and normal) during the training and testing procedures.

The robustness of classification is seen through the ANFIS performance on the 20% testing samples. The high score of the accuracy and the F-score of 99.878% and 99.909%, respectively, make the proposed method a very competitive approach against those ever tested on the MIT-BIH database. A few research works in the literature reported an accuracy close to our approach, as reported in the comparative summary in Table 6. It is worth mentioning that the highest accuracy of LBBB detection is directly related to the feature extraction statistical-based approach, and then features obtained from DWTs after ECG signal enhancement. Moreover, the algorithms that utilized the QRS segment were likely to achieve higher accuracy than those using the entire ECG, including the whole R-R or the P-P intervals. However, on the MIT-BIH dataset, MODWT has not yet been tested as a high-resolution transform and reliable noise removal tool that works with ANFIS.
Table 6. The closed examples, in terms of obtained performance, from literature performed on the MIT-BIH database.

<table>
<thead>
<tr>
<th>Research</th>
<th>Feature Extraction</th>
<th>Source of Data Samples</th>
<th>Signal Duration</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>R. Allami et al., [25]</td>
<td>Genetic algorithm/feature reduction</td>
<td>LBBB, RBBB, and NOR records from the MIT-BIH dataset</td>
<td>Entire ECG beat</td>
<td>98% Se, Sp, and Acc</td>
</tr>
<tr>
<td>L. Dev Sharma et al., [16]</td>
<td>QRS complex features of mean, variance, stdev, skewness, and kurtosis</td>
<td>LBBB, RBBB, and NOR records from MIT-BIH dataset</td>
<td>160 ms QRS complex window</td>
<td>98.48% Se, 99.3% Sp, 98.48% P+, 93.5% Acc</td>
</tr>
<tr>
<td>S. Torres-Alegre et al., [29]</td>
<td>11 different features were extracted</td>
<td>Normal, PVC, RBBB, and LBBB records from Entire ECG beat</td>
<td>98.84% Se, 99.60% Sp, 99.04% Acc</td>
<td></td>
</tr>
<tr>
<td>Our Work</td>
<td>D2, D3, D4, Skewness, Kurtosis</td>
<td>Normal and LBBB records from the MIT-BIH dataset</td>
<td>180 ms QRS complex window</td>
<td>99.81% Se, 100% Sp, 99.87% Acc</td>
</tr>
</tbody>
</table>

6. Conclusions

Arrhythmias are a crucial CVD that is linked to many other cardiac complications. The bundle branch block is intensively being investigated by many research institutions worldwide. In this work, we focused on the LBBB condition due to the importance of understanding the electrical impulse propagation through the bundle of HIS (i.e., through ventricles muscles). Therefore, in this work, we proposed a new effective approach to detect abnormalities in the uncoordinated propagation of the electrical impulses through the left bundle branch toward the LV muscle. If the nerve conduction is blocked, it may lead to heart failure; this arrhythmia disease is known as LBBB. The developed method focused on the QRS peak segmentation and features extraction. The obtained QRS waves (4125 signal) were denoised by the MODWT, serving as a high-resolution analyzer. The MODWT can produce maximum detail coefficients with a series of decomposed levels. The selected detail coefficients (D2, D3, D4, kurtosis, and skewness) were statistically significant. To the best of our knowledge, this is the first application of the MODWT, collaborating with ANFIS, to the LBBB MIT-BIH signals. The achieved classification accuracy of 99.88% reveals a promising future for using ML algorithms in clinical applications such as LBBB automated detection.

In conclusion, the proposed method has contributed to:

- the effective QRS segmentation. It is common for physicians to look directly at the largest amplitude ignoring the small peaks of the ECGs. Therefore, we have tried to cut a larger segment than the one used in another peer published work [16]. The length of the QRS peak is 180 ms, so we could cover more cardiac information between P-P intervals.
- the successful selection of the five parameters of D2, D3, D4, kurtosis, and skewness can be interpreted by the ability of MODWT to overcome the DWT drawbacks.
- the increasing ability of ANFIS to perform adequately with each vector of D2, D3, D4, kurtosis, and skewness. The lengths of each vector range from 294 to 2124 QRS samples.
the new classification accuracy being highly ranked at 99.878% compared to the best accuracy achieved in the literature; this performance is promising as a way to validate the algorithm on another dataset to increase the robustness and validity.

In the future, this research can be extended by considering:

(i) increasing the datasets to cover different cardiac arrhythmia, including the LBBB and RBBB. Sometimes, it is worth considering the local aspects that CVD may affect.
In other words, the newly collected data can be segregated into various classes independently of the selected factors and aspects.

(ii) testing new ML algorithms, especially deep learning to achieve more accuracy with fewer extracted features.

(iii) designing an easy software platform to facilitate the physician’s interaction with LBBB detection.

(iv) integrating the developed software with Cardiac Holter recording systems to distinguish between LBBB and other cardiac diseases.

(v) testing the developed algorithm by means of embedded systems such as Xilinx or FPGA modules.
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Abbreviations

<table>
<thead>
<tr>
<th>Acronyms</th>
<th>Extended Meaning of the Acronym</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBBB</td>
<td>Left bundle branch block</td>
</tr>
<tr>
<td>MODWT</td>
<td>Maximal Overlapped Discrete Wavelet</td>
</tr>
<tr>
<td>ECG</td>
<td>Electrocardiogram</td>
</tr>
<tr>
<td>QRS</td>
<td>Part of the ECG</td>
</tr>
<tr>
<td>ANFIS</td>
<td>Adaptive Neuro-Fuzzy Inference System</td>
</tr>
<tr>
<td>CVD</td>
<td>Cardiovascular disease</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organization</td>
</tr>
<tr>
<td>LV</td>
<td>Left ventricle</td>
</tr>
<tr>
<td>RV</td>
<td>Right ventricle</td>
</tr>
<tr>
<td>Se</td>
<td>Sensitivity</td>
</tr>
<tr>
<td>Sp</td>
<td>Specificity</td>
</tr>
<tr>
<td>Acc</td>
<td>Accuracy</td>
</tr>
<tr>
<td>ANN</td>
<td>Artificial neural network</td>
</tr>
<tr>
<td>KNN</td>
<td>K-Nearest Neighbor</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic algorithm</td>
</tr>
<tr>
<td>DT</td>
<td>Decision tree</td>
</tr>
</tbody>
</table>
LS-SVM  Least square—support vector machine
RF  Random Forest
NV  Naïve Bayes
AMSOM  Artificial Metaplasticity Self Organizing Maps
AR  Autoregressive
DWT  Discrete Wavelet Transform
F-HNN  Fuzzy-hybrid neural network
ML  Machine learning
D1-D11  Wavelet detail coefficients
A11  Wavelet approximate coefficient
K  Kurtosis
S  Skewness
TP  True Positive
TN  True Negative
FP  False Positive
FN  False Negative
α  alpha
P  Significance
Ho  Null hypothesis
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