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Abstract: Modern advances in creating shared banks of learning problems and automatic question and problem generation have led to the creation of large question banks in which human teachers cannot view every question. These questions are classified according to the knowledge necessary to solve them and the question difficulties. Constructing tests and assignments on the fly at the teacher’s request eliminates the possibility of cheating by sharing solutions because each student receives a unique set of questions. However, the random generation of predictable and effective assignments from a set of problems is a non-trivial task. In this article, an algorithm for generating assignments based on teachers’ requests for their content is proposed. The algorithm is evaluated on a bank of expression-evaluation questions containing more than 5000 questions. The evaluation shows that the proposed algorithm can guarantee the minimum expected number of target concepts (rules) in an exercise with any settings. The available bank and exercise difficulty chiefly determine the difficulty of the found questions. It almost does not depend on the number of target concepts per item in the exercise: teaching more rules is achieved by rotating them among the exercise items on lower difficulty settings. An ablation study show that all the principal components of the algorithm contribute to its performance. The proposed algorithm can be used to reliably generate individual exercises from large, automatically generated question banks according to teachers’ requests, which is important in massive open online courses.
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1. Introduction

An increasing number of educational institutions working on different levels of education have adopted e-learning and online learning technologies [1]. That trend was heavily boosted by lockdowns during the COVID-19 pandemic when many institutions were forced to rapidly employ e-learning technologies [2,3]. The transition to online learning is not always smooth: when educational institutions are not ready for it, it often causes problems and disadvantages [4]. One of the problems during the transition to online learning is performing formative and summative assessments online, which is shown to be beneficial for students but puts additional workload on the teaching staff [5,6]. This requires creating and maintaining electronic banks of questions and learning problems. Online learning allows and sometimes requires bigger problem banks than regular classroom learning because of the following reasons:

- When tests and assignments are graded automatically, online learners can do a lot more exercises than they can do in the classroom, especially if the learning system provides feedback;
- Online learning allows greater variety in the exercises performed; they can be chosen either by students or using recommender systems to create personal learning trajectories, but the problem bank should provide enough variety so that all kinds of students have exercises suited for them;
• Performing assessments without supervision from the teaching staff is more vulnerable to cheating, especially with closed-answer or short-answer questions where the number of possible correct answers is limited, so the institutions need more variety in the learning tasks students must perform.

Developing questions and learning problems or gathering them from existing sources takes significant time. Teachers are often overworked and need more time to spare on the routine job of authoring many similar exercises. Developing and adopting Open Educational Resources can help with that, but it has its own problems and concerns [7].

One of the ways to counter this problem is by using artificial intelligence techniques to generate questions and learning problems automatically. Automatic generation saves effort on creating question and problem banks and increases the size and consistency of these banks [8]. Usage of automatically generated problem and question banks provides the following benefits in the learning process [9]:

• Preventing some types of cheating by supplying each learner with a unique set of questions and learning problems;
• Training until mastery because the learner is not limited by the size of the problem bank, which is especially important when these problem banks are used in conjunction with intelligent tutoring systems that can provide automatic feedback on errors and hints;
• Better support adaptive learning in intelligent tutoring systems (ITS) because the bank contains a lot of various learning problems so that the adaptive system can find a learning problem for every educational situation.

However, these benefits come with a cost that impedes the adoption of generated questions in the learning process [10]. While using an existing bank requires far less effort than creating a teacher’s own bank, teachers’ trust in question and problem banks received from external sources is significantly lower, especially when the bank is so large that the teacher cannot read, solve, and/or evaluate all the learning problems or even a significant portion of them. Teachers are naturally hesitant to use questions and learning problems with which they are not acquainted. Also, large problem banks, often created from different sources, raise the issue of problem homogeneity and consistent evaluation of their difficulties. It is also important to avoid learning problems containing topics the students have not yet learned. Even the concepts (or topics) that do not affect the answer to the question (problem solution) should be taken into account because they can confuse some students. Thus, a good filtering system is a must to deal with any large problem bank, especially when solving the problems is required to complete the course. All these factors restrict the widespread usage of automatically generated banks of learning problems.

Question (problem) banks are used to construct specific exercises (tests, assessments). When the question banks were small, teachers combined questions (or problems) into an exercise that all the students had to pass. When the number of questions increased, the typical organization of a random test involved the teachers grouping similar questions into categories and constructing tests by specifying the number of randomly selected questions from each category. This allowed more diversity in the questions students received, which lessened cheating and made attempting one test several times non-trivial but left the test plan under the teacher’s control as categories usually contained similar questions (learning problems). However, that method requires a teacher-defined classification of questions in complex categories according to their purpose, which is not always available for automatically generated questions and learning problems. The same requirements are used in methods of automatic test generation (e.g., [11]).

The problem of automatic generation and the usage of large banks of questions and learning problems is especially important in the field of computer programming education. Learning to program requires learning a significant number of new concepts and mental manipulation of abstract objects. This requires a lot of training by solving well-defined tasks, which creates good conditions for developing and using automatic tutors with explanatory feedback and formal, automatically graded exams [12]. A high failure rate in
introductory programming courses [13] also signals that students need additional support in learning the material.

However, training until mastery by using automatic tutors and the frequent usage of exam tests requires big banks of questions and learning problems so that students do not get the same questions several times, which requires developing techniques of generating questions and generating balanced test sheets from them. This study is aimed at solving the second problem, which has received significantly less attention than the actively developing field of question generation.

Developing automatic question and learning-problem generation methods creates problems for classic methods of building tests and exercises from questions and learning problems. When the question bank becomes too big to be observable by a human teacher, we need to develop new question search and retrieval methods according to the teachers’ needs. This is a significant and complex problem because in many subject domains, learning problem features depend on the problem structure, not just the types of its elements. For example, in introductory programming courses, when teaching control-flow statements to assess the problem topic, it is often enough to take into account the statements that are present in the problem formulation (even though they can be in dead code that is never reached during the problem solving). However, the same principles do not work for teaching expressions: rules of operator precedence and associativity influence the answer under certain circumstances. For example, to teach (or verify knowledge of) associativity, you need an expression where two operators with the same precedence stand in a row without parentheses affecting their evaluation. That does not allow constraining learning-problem generation simply by constraining the types of objects (e.g., statements or operators) participating in the formal problem formulation, so we cannot reliably predict classes of generated questions without a complex analysis of the problem formulation.

This study aims at developing an algorithm for constructing exercises from questions and learning problems stored in large problem banks when the problems are labeled according to the knowledge necessary to solve them and difficulty metrics in the absence of significant statistics of the usage of these learning problems because they can be specifically generated to avoid giving the same problem to different students.

The contribution of this study includes:

• A problem formulation for learning problem (question) retrieval from large banks of automatically generated questions, including the required formalization of learning problem metadata, problem request, and retrieval goals that does not require manually assigning slots for questions and statistical data on question usage;

• An algorithm for question search taking into account the subject-domain concepts and rules required to solve them and question difficulties;

• An evaluation of the proposed algorithm on a knowledge bank consisting of thousands of automatically generated questions on the order of expression evaluation.

The rest of the article is organized as follows. Section 2 discusses related work. Section 3 describes the proposed algorithm. Section 4 describes the experimental evaluation of that algorithm on a large problem bank for a particular topic. Section 5 discusses the study’s findings. Section 6 contains conclusions and further work. The line between complex questions and easy learning problems are not clearly established, so in the rest of the article, the term “question” is used to describe both questions and learning problems except in places where the distinction between them is important.

2. Related Work

There are two kinds of related work to review. Methods of question and learning problem generation are essential because they determine what kinds of information we can get about the generated questions. Methods of selecting and recommending questions are used to construct exercises from banks.
2.1. Methods of Question and Learning-Problem Generation

Different methods of generating questions and learning problems give different information about their results. It determines the possible usage of the resulting questions and the methods of their retrieval for constructing tests and exercises.

A significant part of the methods of question generation is concentrated on processing natural-language texts and generating questions about the content of that text [8,14–17]. Some researchers add searching texts by keywords to leverage this to generate sets of questions for the given keyword [18]; this approach has obvious drawbacks because the teacher cannot control the content of these texts. Some recent works on Visual Question Generation try to use an image as input for question generation instead of text, using methods of solving the problem of image understanding and summarization [19–21]. These questions are aimed at solving the reading comprehension problem, i.e., verifying that the learner has read and understood the given text or image. Thus, these questions are not linked to studied topics (except the keyword-based generation [18]) but to particular learning materials (textbook fragments, lecture notes, etc.). They can be used to generate quizzes placed right after the learning materials and combined to generate summative quizzes by specifying the number of questions about each material in the topic or course. Chen et al. created a sophisticated dataset of teacher- and learner-created questions, with a significant percentage of questions aimed at high-level thinking skills, and found that modern methods performed poorly compared to humans exercising skills on medium and high levels of Bloom’s taxonomy (comprehension, application, analysis) [22]. The chief problem of questions generated by automatic methods, as it was noted by Kurdi et al. [8], is that they have low cognitive levels and simply ask for the facts mentioned in the text (image); they do not verify understanding of these facts, the ability to combine them with other facts (from the same text or other texts) and use them in practical situations.

Ontologies (and similar representations of structured knowledge) are also a popular approach to generate questions, which has been used to generate questions to teach medicine [23], programming [24], and general knowledge stored in commonsense knowledge graphs [25]. These questions are generated using the graph representation of the required knowledge. Therefore, they can be linked not to a particular textbook fragment but to the subject-domain concepts they are about. This allows the generation of topic-based question banks and requires efficient mechanisms of question retrieval according to the teacher’s plans. The difficulty of these questions varies significantly.

More complex tasks are solved in the field of learning problem generation. The chief approaches to generating learning problems are template-based generation [26,27], random generation within subject-domain constraints [28,29], and problem mining [30].

Template-based generation practically means that the learning problems are planned by teachers as templates. A set of problems is created from the same template by changing secondary parameters, which usually affect the correct answer but do not affect the knowledge required to solve problems [31]. Examples of systems using template-based generation are some of Proplet tutors [32] (which generate programs and results of their executions from teacher-written templates in pseudo-BNF notation) and QuizJET [33] (a tutoring system aimed at teaching the Java programming language and object-oriented programming which contains about 100 manually created problem templates). This approach can also be used outside of teaching programming, e.g., for generating natural deduction problems [34].

The used templates (and learning problems generated from them) can be manually classified; they can use regular methods of exercise generation by specifying the required number of problems of each type. The downside of that method is its low scalability and significant intellectual work from the author of the exercise, who still has to invent every kind of exercise and code it according to the learning problem template. The generation algorithm only multiplies existing learning problems without varying their structure.

The method of random generation within subject-domain constraints has entirely different features. It can generate genuinely new problems (i.e., problems whose structure and
solutions are not planned by a human author), produce problems with different difficulties, and require knowledge within a particular topic while maintaining the correctness of the generated problems using constraints defined by the subject domain. The most popular formalism in this area is Answer Set Programming (ASP), which can be used both to infer solutions to problems and generate problems that can be solved by the same program [35]. It is a widely used approach to procedural generation for designing computer games [36,37]. O’Rourke et al. used ASP to generate algebra problems [29]. However, this approach is limited to learning problems in relatively simple domains where all problem elements can be combined in almost any way (e.g., arithmetic operators in algebraic expressions). When the domain becomes more complex (e.g., algebraic expressions which are homogeneous by data types with expressions in programming languages that are heterogeneous, with different operators applicable to different data types), random generation can only guarantee the basic correctness of the generated problems, but it cannot guarantee their readability and sensibility. For example, Martin and Mitrovich used this approach to generate learning problems for a constraint-based tutor for the SQL language; the generated problems were not instantly applicable and required clarification and validation by a human [28]. Kumar argues that in programming education, randomly generated problems are only helpful for syntax-oriented exercises [38].

Problem mining also relies on subject-domain constraints to solve and classify generated problems [30], but instead of random generation, it uses real data created and verified by humans (e.g., program code, banks of parsed sentences) or digital twins of real-world objects. This allows the large-scale generation of complex, naturally looking learning problems classified by their difficulties and required knowledge in the form of domain concepts and rules required to solve them or possible semantic errors in their solutions [39]. These learning problems often can be used without human verification, which allows scaling generation to problem banks containing many thousands of problems on the topic. It is a promising approach in the fields when the necessary data can be obtained, but it requires developing complex subject-domain models to solve and classify the generated problems [12,34].

Both randomly generated and mined learning problems in complex domains cannot be automatically assigned categories for exercise creation and require special methods of learning problem search according to the particular learning situation. These learning problems can be labeled by the concepts used in the problem definition and domain rules and laws whose knowledge is necessary to solve them. However, the number of combinations of these labels is high, so most of the time, these labels cannot be used directly in exercise construction. For example, the automatically generated problem bank of more than 20,000 learning problems described in [39] contains 613 different kinds of problems (taking into account the concepts and rules whose knowledge is required to solve the problem and the problem difficulty). In some domains, it can be even more difficult: for example, when studying expressions, if we consider knowing the precedence and associativity of each operator a separate kind of knowledge, we obtain more than 840 kinds of learning problems. This makes it impossible for a human teacher to look through all the categories of learning problems in the problem bank and select the categories that should be used in their assignments. Thus, we need to develop algorithms of learning problem search and retrieval from large banks with a reasonable amount of information provided by the teacher.

2.2. Methods of Selecting and Recommending Questions and Learning Problems

One of the most established models of estimating the difficulty of questions and learning problems is Item Response Theory (IRT) [40]. This model is actively used in intelligent tutoring systems for modeling the difficulty of exercise items for students [41]. However, this model relies on gathering statistical data for each item (i.e., a question) in the bank and so cannot be used in large knowledge banks that individualize learning by avoiding using the same question for different learners.
Probabilistic models like Bayesian Knowledge Tracing (BKT) are often used to estimate the students’ mastery and choose the next learning problem in exercises. It considers the probabilities of learning (transitioning to the mastery state), guessing (answering correctly without knowledge), and slipping (answering incorrectly while knowing) depending on the skill [42,43]. This theoretically can be used in large generated question banks because students receive different questions but learn the same skills; however, it is impossible to use it in learning-problem banks because one learning problem often requires several skills to solve. Attempts to improve the original BKT model include individualization (i.e., modeling the rate of learning or initial knowledge of each student) [44,45] and item difficulty (i.e., the difficulty of a particular learning problem) [46,47]. While they improve the performance of the original model, they also require significantly more data to train. Pardos et al. found that the model that takes into account item difficulty (KT-IDEM) showed better results over the original BKT model only when the number of solving data per problem exceeded six. This will not work for large, automatically generated problem banks aimed at providing unique learning problems for each student. Deep Knowledge Tracing, a development of Bayesian Knowledge Tracing using Recurrent Neural Networks, also relies on data from previous attempts of existing questions to teach the neural network [48].

Another field of research concerning selecting questions to solve for a student is exercise recommendation systems. That field has been actively researched in the last years [49–51]. Most of these systems use hybrid approaches and rely either on the data concerning item completion by students or student proficiency data. However, their evaluation is often based on prediction accuracy instead of pedagogical effect [52]. This makes them unsuitable for use in the learning process where ideally, each learning item is used only once. For now, the attempts to predict difficulty and necessary knowledge of learning problems and digital course sessions are concentrated on labeling them by difficulty [53] and/or used concepts [54], which does not solve the problem of retrieval of appropriate exercises from a labeled bank.

The problem of generating tests and assignments with necessary characteristics has been studied for many years. Hwang et al. proposed an algorithm of generating test sheets from big question banks [55]. However, their algorithm was aimed at generating a single test sheet with the optimized discrimination coefficient relevant to listed concepts; they did not take into account the problem of generating multiple similar test sheets for different students to avoid cheating. They also relied on question parameters that were measured statistically during their usage and so were poorly suited to large banks of sparsely used questions where the relevant information is not available. In [56], they improved their algorithm to generate a set of test sheets with the requested characteristics, but they used a hard constraint “no question should be identical in two tests”, which is impractical when generating a large number of tests (e.g., for each student). They only generated at most four parallel test sheets with the same specification.

Paul proposed generating a set of solutions, but the goal of that algorithm was to achieve satisfactory performance regarding several objectives [57], not variable tests for different learners. Sud et al. considered the problem of generating alternative assessments to avoid cheating by sharing information among students [11]. They managed to reduce the standard deviation of questions’ difficulty to about half of its regular values. However, their problem formulation required a pre-classification of questions into different slots, which required manual work and could not be done in diverse automatically generated question banks.

Thus, the problem of generating a large number of test sheets from diverse question banks without previous manual question classification and gathering statistics on question usage is not covered in previous works. This study is aimed at solving that problem.
3. Proposed Algorithm

To discuss the algorithm of question retrieval, we must first consider the structure of question metadata available in the question bank and question request to develop a formal problem statement. Then, the algorithm for satisfying that request is proposed.

3.1. Question Metadata and Requests

In order to find questions satisfying tutors’ needs (both for human and automatic tutors), we need diverse information about questions and learning problems contained in the bank. Let us consider a question bank \( Q \) consisting of questions \( q_i \in Q \). We have sets of studied concepts \( C \) and rules (domain laws) \( R \) for the given subject domain. Rules define the application of concepts in particular situations. In practice, it is often useful to consider possible semantic errors defined as constraints as domain rules because it allows a more precise covering of the relevant knowledge than using rules that govern answering questions and problem solving, i.e., one rule that determines if a particular solution step or answer is possible can be violated in several different ways [12]. We also need to estimate question difficulty, which is based not only on the concepts and rules whose knowledge are necessary to answer the given question but also on the structure of the question definition and the number of objects (concept individuals) in it, i.e., solving an algorithm with more statements, statement nesting, or more trace steps is more difficult than solving a simpler algorithm using the same statements (for example, in [39], it was shown that for code-tracing problems, the optimal difficulty function included the number of used concepts, number of trace steps and cyclomatic complexity of the algorithm.

Thus, the metadata for question \( q_i \) can be defined as (1)

\[
q_i = \langle C_i, R_i, d_i \rangle,
\]

where \( C_i \subset C \) is the set of concepts whose knowledge is necessary to answer the question, \( R_i \subset R \) is the set of domain rules that are used to find the correct answer to the question, and \( d_i \) is the estimated difficulty of the question.

The non-adaptive exercise consists of groups of questions with defined requests (i.e., one request can specify a series of questions). For each group of questions, the exercise author should divide subject-domain concepts \( C \) and rules \( R \) into three categories:

- **target** concepts \( C^t \) and rules \( R^t \) define the content that the teacher intends to teach (or assess learning of) in this exercise (question);
- **denied** concepts \( C^d \) and rules \( R^d \) must not appear in the exercise (or a particular part of it) because students are not expected to know them;
- **allowed** concepts \( C^a \) and rules \( R^a \) can appear in the exercise but are unnecessary (e.g., previous knowledge).

Every concept and rule must belong to one of these categories, i.e., for all groups of questions in the exercise, \( C^t \cup C^d \cup C^a = C \) and \( R^t \cup R^d \cup R^a = C \). This allows flexibility in selecting relevant questions because the concepts and rules that do not belong to the goal of this question (i.e., non-target concepts and rules) can be divided into those that must be excluded and those that can appear in the exercise, thus broadening the range of possible questions that can match the request. They key difference of a question request from a regularly used question category is that the system does not have pre-made categories fitting teachers’ requests but chooses the questions from the bank according to their features.

In real-world tutoring situations, concepts and especially rules that are shown in the tutor’s interface and assigned to the target, denied, and allowed categories must not match exactly the concepts and especially the rules that are stored in question metadata. For example, when teaching the order of evaluation of programming-language expressions, the situations of taking into account the precedence of the operator to the left and the precedence of the operator to the right are different rules in the formal model, but nobody teaches them separately—for teachers and students, they are represented as one rule. Similarly, in many expression-related educational situations, it is not necessary to discern
arithmetic operators because they are governed by the same rules and are taught together. Sometimes, human problems of perception and understanding affect the formal model, e.g., while handling two operators with right associativity in a row can be modeled as one rule, for the human perception, it is different for unary (e.g., !!a) and binary (a = b = 0) operators and should be taught and verified separately because visually, these situations are too different.

Concepts can be connected by links like “requisite” and “parent–child”. For example, when teaching control-flow statements, it is impossible to create a question with the “else” concept without the “if” concept, so “if” is considered “requisite” for “else”. This allows one to restrict the user interface to avoid requests that are impossible to satisfy (e.g., with target “else” and denied “if”). “Parent–child” relationships allow exercise authors to select several concepts (e.g., all kinds of loop statements) in one click.

Question request can be formalized as (2)

\[ qr_j = < Nq_j, C^t_j, C^d_j, R^t_j, R^d_j, d_j >, \]

where \( Nq \) is the desired number of questions, \( C^t, C^d, R^t, R^d \) are sets of target and allowed concepts and rules, and \( d \) is the approximate desired difficulty.

The task of question retrieval can be formulated as follows. Given a question request \( qr_j \), find a set of questions \( Q_j \subset Q \) so that:

1. \(|Q_j| = Nq_j\) (obtain the required number of questions);
2. \( \forall q_{ij} \in Q_j \exists C_{ij}, C_{ij} \in C^t_j \land C_{ij} \in C_i \) (each question contains at least one target concept);
3. \( \forall q_{ij} \in Q_j \exists R_{ij}, R_{ij} \in R^t_j \land R_{ij} \in R_i \) (each question contains at least one target rule);
4. \( \forall q_{ij} \in Q_j \exists C_{ij}, C_{ij} \in C^d_j \land C_{ij} \in C_i \) (there are no denied concepts in the found questions);
5. \( \forall q_{ij} \in Q_j \exists R_{ij}, R_{ij} \in R^d_j \land R_{ij} \in R_i \) (there are no denied rules in the found questions);
6. The distributions of elements of \( C^t \) and \( R^t \) across the found questions are as close to a uniform distribution as possible (spend equal effort on all target concepts and rules);
7. The difference \( \text{sum}(d_i) / Nq - d \) is minimized (the questions are as close to the desired difficulty as possible).

3.2. Algorithm for the Retrieval of Relevant Questions

While filtering out questions with denied concepts is not hard, coming close to an even distribution of target concepts and rules is a challenging goal. First, the question banks that are generated automatically without using human-written templates can have an uneven distribution of different kinds of questions: some concepts and rules can be present several times and more often than others [9]. While this reflects real-world situations where some subject-domain rules are used more often than others, it is bad for learning because learning should prepare students for every situation they can encounter when solving problems in their subject domain. Also, the connection between rules and concepts is not even: one rule can involve many concepts while the other can involve only a few. For example, many operators are left-associative, but in most of the programming languages, there are few right-associative operators, so if we are teaching associativity, we cannot have even coverage of left and right associativity (rules) and different operator groups (concepts).

Using a random selection of appropriate questions is not good for achieving an even distribution of target concepts and rules because of their possible uneven distribution in the question bank. Also, with a small sample size (many learning exercises consist of a small number of questions), a random selection will often produce significant deviations from the uniform distribution. To better achieve an even representation of different learning targets in the exercise, we propose to adjust the selection of each question by rotating targets (i.e., prioritizing the targets that were used less in the previous questions of an exercise attempt and marking the targets that have already been used often as undesirable).

Therefore, for generating each question, we must determine the specific question request (SQR) based on the original questions request. The main goal of the specific
question request is to find the least used target concepts or rules and make them targets for the next question. Algorithm 1 shows how a specific question request $sqr$ is found based on the data from the general question request for this exercise part $qr$ and the data about previous questions in exercise $exc$.

**Algorithm 1** The algorithm for determining specific question request $sqr$ based on the question request $qr$ and exercise data $exc$.

```
function SpecQR(qr, exc)
    sqr$_{Nq} ← 1$  ▷ Specific request is for the next question.
    sqr$_{Cd} ← qr_{Cd}$  ▷ Denied concepts and rules remain the same.
    sqr$_{Rd} ← qr_{Rd}$
    sqr$_{d} ← qr_{d} \times (1 + \text{RAND}(-0.2, 0.2))$  ▷ Change the question difficulty slightly to broaden the range of available questions.
    for all $c_i \in qr_{Ct}$ do
        cusage$[c_i] ← |UC_i|$, where $UC_i = \{exc_q | c_i \in exc_q C \}$ ▷ $exc_q$ is a previous question used in the attempt.
    end for
    sqr$_{Ct} ← \{C_i | C_i \in qr_{Ct} \land cusage[c_i] = \text{MIN}(cusage)\}$  ▷ Make the least-used concepts targets for the next question.
    sqr$_{Cd} ← qr_{Cd} \cup (qr_{Ct} \cap sqr_{Ct})$  ▷ All other target concepts become allowed for this question.
    for all $r_i \in qr_{Rt}$ do  ▷ The same applies to building sets of target and allowed rules.
        rusage$[r_i] ← |UR_i|$, where $UR_i = \{exc_q | r_i \in exc_q R \}$
    end for
    sqr$_{Rt} ← \{R_i | R_i \in qr_{Rt} \land rusage[r_i] = \text{MIN}(rusage)\}$
    sqr$_{Rd} ← qr_{Rd} \cup (qr_{Rt} \cap sqr_{Rt})$
    return sqr
end function
```

The generated specific question request is then passed to the function that searches relevant questions in the question bank. The algorithm of question search according to a specific question request consists of the following steps:

1. Prepare data for question search.
   (a) Normalize the request’s difficulty from the range $[0, 1]$ to the actual range of question difficulties in the question bank.
   (b) Create sets of undesirable concepts and rules: the concepts and rules which were present in the previous $N_{prev}$ questions (with $N_{prev}$ being a search hyperparameter).

2. Execute a search request in the question bank. The request searches for up to $N_{pool}$ best questions (according to the number of target concepts and rules per question), taking into account the following restrictions:
   (a) Question difficulty must be in range of $\pm Diff_{dev}\%$ relative to the request difficulty.
   (b) No questions with at least one denied concept or rule are allowed.
   (c) Questions are sorted according to the total number of target concepts and rules in them (descending order), then for the number of their usage in the current exercise (ascending order), so that the most used questions come last.

3. Rank the found questions by three ranking measures:
   (a) The absolute value of the difference between the question difficulty and the requested difficulty (the smaller the better).
   (b) Question “suitability”: every target concept and rule adds 3 points of suitability while every undesirable concept and rule subtracts 1 point of suitability (the bigger, the better).
(c) Question diversity: the number of different possible semantic errors while answering the question (the bigger, the better).

4. Calculate the final question rank as a weighted sum of the three ranks discussed above.

5. Return the desired number of best questions according to the final question rank.

That algorithm penalizes repeating the same concepts and rules in subsequent questions to allow the equal representation of all the target concepts and rules in the generated set. It allows a varied range of question difficulties (controlled by hyperparameter $\text{Diff}_{\text{dev}}$) and more variety in the found questions because of pooling the best-fitting questions and random selection among them.

4. Evaluation

We used a bank of questions generated from program code (see [9] for the description of the generation process) to evaluate the efficiency of the proposed algorithm. The bank used the widely accepted RDF data storage format and had a high variability in the questions because they were generated from randomly selected human-written production program code, not specifically designed for learning purposes. As it can be seen in [9], different concepts and rules (subject-domain laws) were not evenly represented in the bank, so it was well-suited to measure the ability of the proposed algorithm to deal with large, uneven banks of questions.

The bank contained questions about the order of expression evaluation and consisted of 5648 questions with difficulties ranging from 0.54 to 1.0, 11 concept groups, and seven rules.

4.1. Criteria of Evaluation

To evaluate the quality of the generated exercises, first of all, it was necessary to estimate if all the target concepts were present enough times, i.e., if an exercise with $N_q$ questions had $N_t$ target rules (concepts), each target had to appear at least $N_q/N_t$ times. It usually appeared more times because most of the questions contained more than one concept, but $N_q/N_t$ was the required minimum that, ideally, should not be violated in any generated exercise instance. To verify that, we calculated the relative frequency of target concepts (rules) $RF_i$, which was equal to the number of questions with the $i$-th target in the attempt divided by the minimum expected number $N_q/N_t$; see (3).

$$RF_i = \frac{|Q_i| \times N_t}{N_q}, \quad (3)$$

where $Q_i$ is the set of the questions with the $i$-th concept in the generated attempt.

In order to study how well the proposed algorithm adapted to different circumstances, it was decided to study the average number of used rules in questions depending on the number of target rules in the exercise: ideally, both the number of rules per question and question difficulty should remain the same because they should be affected by the exercise difficulty, not by the number of target rules, which should be distributed among different questions in the exercise on lower difficulties. In contrast, average question difficulty, number of rules per question, and number of solution steps per question ideally should monotonically increase with the exercise difficulty, which can be negatively affected if the bank is heavily unbalanced.

4.2. Evaluation of the Algorithm as a Whole

The question bank contained questions asking the student to determine the order of evaluation of the given programming-language expression. The main source of the information in that case was not just concepts but used subject-domain rules, because the rules necessary to answer the questions are determined by the way the operators are placed within the expression, i.e., questions with the same concepts can require knowledge of different rules to solve. Tables 1 and 2 show the distribution of questions with different
concepts and rules in the bank. The bank was diverse, with the number of questions requiring knowing certain rules ranging from 5317 questions for operator precedence to 29 questions for right associativity for binary operators.

Table 1. Number of questions featuring different concepts in the expression bank.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Number of Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logical operators</td>
<td>4073</td>
</tr>
<tr>
<td>Pointer access operators</td>
<td>3749</td>
</tr>
<tr>
<td>Object access operators</td>
<td>3682</td>
</tr>
<tr>
<td>Comparison operators</td>
<td>3354</td>
</tr>
<tr>
<td>Arithmetic operators</td>
<td>1651</td>
</tr>
<tr>
<td>Array access operator</td>
<td>1492</td>
</tr>
<tr>
<td>Assignment operator</td>
<td>1250</td>
</tr>
<tr>
<td>Comma operator</td>
<td>1019</td>
</tr>
<tr>
<td>Bitwise operators</td>
<td>987</td>
</tr>
<tr>
<td>Increment and decrement operators</td>
<td>79</td>
</tr>
<tr>
<td>Assignments with arithmetic operators</td>
<td>67</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>5648</strong></td>
</tr>
</tbody>
</table>

Table 2. Number of questions requiring knowledge of different rules in the expression bank.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Number of Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operator precedence</td>
<td>5317</td>
</tr>
<tr>
<td>Binary operator with left associativity</td>
<td>3265</td>
</tr>
<tr>
<td>Operators with a strict order of evaluating operands</td>
<td>2807</td>
</tr>
<tr>
<td>Operators enclosing other operators</td>
<td>1601</td>
</tr>
<tr>
<td>Unary operator with right associativity</td>
<td>287</td>
</tr>
<tr>
<td>Unary operator with left associativity</td>
<td>30</td>
</tr>
<tr>
<td>Binary operator with right associativity</td>
<td>29</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>5648</strong></td>
</tr>
</tbody>
</table>

Different rule sets were chosen as targets for that knowledge bank, as shown in Table A1. Five rules most frequently learned were chosen, and 45 different kinds of exercises were generated (unary-operator associativity can be understood as “the operator closest to the operand is executed first”; it poses much fewer problems than binary-operator associativity). Each exercise consisted of 10 questions and was generated 20 times. All concepts were allowed to avoid getting into a situation where the system could not find questions for some rules because all the relevant operators belonged to denied concepts.

During this experiment, 9000 questions were retrieved from the bank to create exercises. Among them, there were 3362 unique questions. The mean of the number of times a question was retrieved was 2.68. While the maximum number of retrievals of the same question was 98, 75% of questions were retrieved two or fewer times, and more than 50% of questions were retrieved only once. The most often used question (98 times) had a combination of enclosing operators and binary operator sequences with both left and right associativity affecting the answer, which is a very rare combination.

Figure 1 shows the distribution of relative frequencies of different target rules in the generated exercises. It can be seen that this parameter never fell below the required minimum of one, even for the rules concerning binary operators with the right associativity and strict order of operands that had very few questions. Figure 2 shows the distributions of the number of subject-domain rules in questions retrieved for exercises with the same difficulty but different numbers of target concepts. The average was 2–3 rules per question; uniform exercises (only one target rule) received slightly easier questions because the proposed algorithm did not try to satisfy complex requests at first, while exercises with big numbers of target concepts ($N = 5$) generated slightly more complex questions. Figure 3
shows that the average question difficulty increased slightly when the number of target subject-domain rules increased. The proposed algorithm performed relatively well even with a small question bank, allowing the teacher to set question difficulty separately from the number of target rules.

![Expression questions. Relative frequency of targets in a question](image1)

Figure 1. Relative frequencies of different rules in the exercises generated using the expressions bank.
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Figure 2. Distribution of the number of subject-domain rules per questions for exercises with different numbers of target rules and the same difficulty. The X axis is the number of target rules in the exercise; the Y axis shows the number of rules in questions.

Figures 4–6 show the average question difficulties, numbers of rules per question, and numbers of solution steps per question depending on the desired difficulty of exercises. Table 3 shows the target rules in different rule groups. The algorithm did not behave ideally for groups #1, #5, and #2, giving a slight decrease in the question difficulty, number of rules per question, and solution steps when the exercise difficulty increased from 0.1 to 0.3. This can be caused by the relatively small size of the question bank and requires further improvement of the algorithm. However, in most situations, the difficulty of included questions increased (or remained the same) when the requested exercise difficulty increased.
The examples of exercises for low, medium, and high difficulty are shown in Appendix B. It can be seen that the low difficulty setting made the algorithm choose the simplest expressions still containing target concepts; medium difficulty settings produced more complex questions and the high-difficulty exercise contained big expressions with a significant number of distracting parentheses and operators.
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**Figure 3.** Distribution of the average question difficulty for exercises with different numbers of target rules and the same difficulty. The X axis is the number of target rules in the exercise; the Y axis shows the average difficulties of questions in generated exercises.
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**Figure 4.** Average question difficulty (Y axis) by exercise difficulty (X axis).

<table>
<thead>
<tr>
<th>Rule Group #</th>
<th>Target Concepts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>prec</td>
</tr>
<tr>
<td>2</td>
<td>encl-ops</td>
</tr>
<tr>
<td>3</td>
<td>left-assoc</td>
</tr>
<tr>
<td>4</td>
<td>right-assoc</td>
</tr>
<tr>
<td>5</td>
<td>strict-order</td>
</tr>
<tr>
<td>6</td>
<td>encl-ops prec</td>
</tr>
<tr>
<td>7</td>
<td>encl-ops prec left-assoc</td>
</tr>
<tr>
<td>8</td>
<td>encl-ops prec left-assoc rightassoc</td>
</tr>
<tr>
<td>9</td>
<td>encl-ops prec left-assoc right-assoc strict-order</td>
</tr>
</tbody>
</table>
4.3. Ablation Study

In order to verify that all the elements of the presented algorithm were necessary, an ablation study was conducted by turning off essential parts of the algorithm. Three essential components of the algorithm were identified:

1. QR_ADJ—preprocessing of question requests to balance used rules (concepts);
2. SORT_BY_USAGE—taking into account how often a question was used in that exercise before;
3. POST_FILTER—sorting of the found questions by undesirable concepts (rules) and difference to the target question difficulty.

We performed mass exercise generation for the baseline simple random choice among the suitable questions (i.e., the questions of required difficulty without denied concepts and with at least one target concept) which was labeled BASE, the proposed algorithm with all key components turned off (ALL_OFF), the proposed algorithm with one of the components turned off (ONE_OFF), and the proposed algorithm with two or more components turned off (MORE_OFF).
turned off, and the full version of the proposed algorithm (ALL_ON). Each time, exercises using 9000 questions were generated with different settings. Table 4 shows the number of unique questions in the generated exercises and the statistics on question usage. Figure 7 shows box plots for the relative frequencies of rule usage in different settings.

Table 4. Ablation study of the proposed algorithm: question usage.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>BASE</th>
<th>ALL_OFF</th>
<th>QR_ADJ Off</th>
<th>SORT_BY_USAGE Off</th>
<th>POST_FILTER Off</th>
<th>ALL_ON</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of used questions</td>
<td>1530</td>
<td>2964</td>
<td>778</td>
<td>2980</td>
<td>835</td>
<td>3362</td>
</tr>
<tr>
<td>Mean number of times a question was used</td>
<td>5.9</td>
<td>3.0</td>
<td>11.6</td>
<td>3.0</td>
<td>10.8</td>
<td>2.7</td>
</tr>
<tr>
<td>Maximum number of times a question was used</td>
<td>61</td>
<td>81</td>
<td>142</td>
<td>127</td>
<td>128</td>
<td>98</td>
</tr>
<tr>
<td>Maximum number of times a question was used for 50% of questions</td>
<td>4</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Maximum number of times a question was used for 75% of questions</td>
<td>6</td>
<td>3</td>
<td>14</td>
<td>3</td>
<td>11</td>
<td>2</td>
</tr>
</tbody>
</table>

As it can be seen, the naive random question selection (BASE) produced exercises with a relatively low variety of questions (1530 unique questions per 9000 questions in the generated exercises; the median number of times a question was used was 4). Its box plots showed the minimum relative frequency of four rules as zero (which means that there were exercises where these rules were target, but no question on them was included in the attempt, which is unacceptable in practice). For two of them, the lower quartile was zero, and for the “right-associativity” rule even the median was zero (i.e., more than half of exercises targeting the “right-associativity” rule did not have relevant questions).

Introducing the new algorithm significantly increased the number of used questions (lowering question reuse), but the lower quartile for the “right-associativity” rule remained zero. The QR_ADJ component of the algorithm played a chief part in satisfying the condition “every target rule must appear at least once in each exercise”, as turning it off brought the “right-associativity” rule to zero. Turning off either QR_ADJ or POST_FILTER resulted in a sharp increase in question re-usage, as the algorithm tried to fulfill the requirements using the same best-fitting questions, which significantly increased the risk of cheating by sharing answers. SORT_BY_USAGE seemed to be the least important component, but turning it on still increased the number of unique questions used from 2980 to 3362 and decreased the maximum usage of one question by almost 25%. Turning SORT_BY_USAGE on also increased the median of occurrence of the less frequent rules, making learners study them more thoroughly.

Thus, the ablation study showed that each component had its role in the performance of the entire algorithm. The proposed algorithm significantly outperformed the baseline random question selection; the baseline algorithm produced practically unacceptable results with unbalanced question banks, totally omitting target rules with low frequency in more than half of the generated exercises.
Figure 7. Box plots for relative frequencies of rule usage during the ablation study.

5. Discussion

Large-scale automatic question and learning-problem generation allows us to overcome traditional limitations of human-authored exercises and assignments: it creates a lot of learning items that can be used for unlimited practice until mastery (many questions for one student), avoiding cheating (different questions for different students), and adapting to the needs of a particular student (many questions for different learning situations). Big banks of questions and learning problems that are generated randomly (e.g., [28]) or mined from real-world data (e.g., [39]) can solve that problem because they provide not only vast numbers of generated questions but also significant variability, unlike template-based generation that increases only the number of questions but not the coverage of different topics (e.g., [32]). However, as these big banks come without any classification of questions according to the learning goals and are too big to be observable by a human teacher, they need special algorithms for constructing exercises depending on the teacher’s request.
In this study, the teacher’s request was formalized in terms of determining the three sets of concepts and subject-domain rules: target (which should be studied and verified), denied (concepts and rules that students are not expected to know at this point), and allowed (known, but not necessary for this exercise) and setting the desired difficulty. The task of creating a balanced exercise based on the request was formalized, and the algorithm for solving it was proposed.

According to the results of the computational experiment, the proposed algorithm guarantees that in an exercise with $N_t$ target concepts and rules consisting of $N_q$ questions, each target concept (rule) appears in questions at least $N_q / N_t$ times, which guarantees the generation of a balanced exercise each time by spreading the learning targets between different questions in the exercise. In practice, the number of target concepts and rules often exceeds the required minimum because questions often concern more than one concept (rule). The number of used rules in retrieved questions depends on the exercise difficulty instead of the number of target concepts in the exercise. It shows that for easier exercises, when it is useful to have fewer concepts per question, the proposed algorithm can rotate target concepts, diversifying questions without increasing their difficulty if the relevant questions are present in the question bank. This shows that the proposed algorithm discerns between the exercise topic (defined by sets of allowed and denied concepts and rules) and exercise difficulty and can find diverse and relevant questions in the given bank.

The algorithm has a good randomization of retrieved questions: even with many exercises with similar settings and generating each exercise 20 times, the mean number of times the same question was used stood below three, and it was mostly achieved by a high usage of a small number of rare questions: 50% of questions were used only once, and 75% of questions were used no more than 2–3 times. This was achieved by taking into account question usage and active usage of questions that were not retrieved yet.

With smaller, less diverse banks, the algorithm sometimes was forced to choose between requested difficulty and target concepts and rules. In that case, the algorithm chose to keep the requested learning topic by deviating from the necessary difficulty. More research may be necessary to make the results fully stable on smaller sets of questions.

The described features of the proposed algorithm allow us to recommend it for the automatic construction of formative (designed for training) and summative (designed for grading) assignments from big, automatically generated question banks. It can also be used for the cold start in adaptive learning systems until enough data for training adaptive algorithms can be collected and for searching diverse questions using requests generated by adaptive systems.

The results of this study improve the results achieved by previous researchers devoted to generating diverse test sheets. The proposed method allows us to replace the hard constraint “no question should be identical in two tests” used by Hwang et al. [56] by the soft constraint “repeat every question as little as possible”, which opens the way to a large-scale sheet generation on diverse question banks that cannot support the hard constraint. The algorithm described in this study generated 20 different sheets by reusing rare questions while using more than half of the questions only once. Compared to the results of Sud et al. [11] and Paul [57], the proposed algorithm does not use manual planning of the test sheet and manual marking of the question in the question bank. The proposed algorithm generates tests with flexible composition, which is aimed at a balanced representation of the target concepts, so that the generated test can automatically adapt to changes in difficulty by changing the number of different target concepts per question according to the desired difficulty level. When using the proposed algorithm, the teacher should only specify the requirements for the entire sheet, not the plan of particular question slots as when using previously published algorithms. By only using an automatic classification of questions by the subject-domain concepts and rules whose knowledge is required to answer the questions, the proposed algorithm can be used on far larger question banks consisting of thousands of automatically generated questions that cannot be marked manually.
The limitations of the proposed algorithm are that it does not use the statistics gathered by question usage (e.g., by using the Item Response Theory) unlike, for example, the algorithms proposed in [55,56]. That comes from the algorithm being aimed at large banks of sparsely used questions in which it is impossible to reliably measure item discrimination (and so on) because each item is used very rarely (ideally, only once) which works best for preventing cheating. When such statistics are available, the algorithm should be improved to use it, which can be a good direction of further research.

6. Conclusions

Currently, the methods of generating questions and learning problems are actively researched. The effective usage of the generated questions has received far less attention. This article was intended to close the gap by considering an algorithm of automatic search and retrieval of questions from a large bank and constructing diverse exercises according to teachers’ requests.

The article presented an algorithm that can be used to automatically construct complex exercises with desired topics and difficulty. The required metadata for questions in the bank were their estimated difficulty and concepts and subject-domain rules whose knowledge was necessary to answer the question. A question request allowed the teacher to specify the desired difficulty of the exercise, target concepts and rules (those that should be learned), and denied concepts and rules (those that students are not expected to know when doing the exercise). The presented algorithm relied on the metadata in the question bank generated by the question generation engine and can be used in different areas of programming: expression evaluation (see Appendix B), control-flow statements (see the example in the Supplementary Materials), variable scope and lifetime, accessing objects stored in memory, and other topics. The algorithm did not depend on the programming language in which the questions were formulated; in practice, we used tag questions with the programming language so that the questions with the appropriate language are selected according to the teacher’s request. Question generation itself was not covered by this algorithm; we used the automatic banks of programming questions generated by the methods described in [9,39]. Those methods provide a good variability in generated questions and generate questions containing natural-looking expressions and algorithms.

The proposed algorithm was based on generating specific question requests for each question in the exercise, taking into account the previously found question, to solve the problem of automatic exercise generation. The algorithm actively used the principle of parameter rotation (keeping track of parameter usage and searching for the less used values) both to rotate target concepts (rules) between the questions (learning problems) in the exercise and to rotate similar questions in different instances of exercises. Rotation helped to achieve more stable results than random selection.

A computational experiment showed that the algorithm satisfied most requirements, including guaranteeing the minimal number of target concepts (rules) in the exercise (so that each question had at least one target and the targets were distributed evenly among them). It did not increase the question difficulty because of the increase in the number of target concepts, increasing the question variety instead. Question difficulty, number of concepts (rules) per question, and solution steps generally increased with exercise difficulty, though the proposed algorithm was not perfect at that. An ablation study showed that all the components of the algorithm improved performance; the most important component for satisfying the strict conditions was the adjustments of question request each time (specific question request generation algorithm).

The algorithm can be used for question retrieval and exercise construction in online learning systems, replacing the traditional “categorization” approach, which is not viable for large question banks with a large number of possible categories. It can also be used in adaptive testing and intelligent tutoring systems because question requests can be generated automatically based on the learner’s progress; in that case, the stage of generating specific question requests can be omitted as the request from the adaptive system can
already be treated as a specific request. That algorithm should increase the adoption of large question and problem banks developed during large-scale question and learning problem generation and fill the gap between theory (generating questions) and practice (their usage in the learning process).
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**Appendix A. Features of Exercises Generated during the Experiment**

**Table A1.** Features of exercises that were generated for expression questions. A—allowed rule, D—denied rule, T—target rule.

<table>
<thead>
<tr>
<th>#</th>
<th>Difficulty [0…1]</th>
<th>Precedence</th>
<th>Enclosing</th>
<th>Binary Left Assoc.</th>
<th>Binary Right Assoc.</th>
<th>Strict Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>2</td>
<td>0.3</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>5</td>
<td>0.9</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>6</td>
<td>0.1</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>7</td>
<td>0.3</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>8</td>
<td>0.5</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>9</td>
<td>0.7</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>10</td>
<td>0.9</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>11</td>
<td>0.1</td>
<td>A</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>12</td>
<td>0.3</td>
<td>A</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>13</td>
<td>0.5</td>
<td>A</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>14</td>
<td>0.7</td>
<td>A</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>15</td>
<td>0.9</td>
<td>A</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>16</td>
<td>0.1</td>
<td>A</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>17</td>
<td>0.3</td>
<td>A</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>18</td>
<td>0.5</td>
<td>A</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>19</td>
<td>0.7</td>
<td>A</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>20</td>
<td>0.9</td>
<td>A</td>
<td>A</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>21</td>
<td>0.1</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>T</td>
</tr>
<tr>
<td>22</td>
<td>0.3</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>T</td>
</tr>
<tr>
<td>23</td>
<td>0.5</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>T</td>
</tr>
<tr>
<td>24</td>
<td>0.7</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>T</td>
</tr>
<tr>
<td>25</td>
<td>0.9</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>T</td>
</tr>
<tr>
<td>26</td>
<td>0.1</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>27</td>
<td>0.3</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>28</td>
<td>0.5</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>29</td>
<td>0.7</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>30</td>
<td>0.9</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>31</td>
<td>0.1</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>32</td>
<td>0.3</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
</tbody>
</table>
Table A1. Cont.

<table>
<thead>
<tr>
<th>#</th>
<th>Difficulty [0...1]</th>
<th>Precedence</th>
<th>Enclosing</th>
<th>Binary Left Assoc.</th>
<th>Binary Right Assoc.</th>
<th>Strict Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>33</td>
<td>0.5</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>A</td>
</tr>
<tr>
<td>34</td>
<td>0.7</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>35</td>
<td>0.9</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>36</td>
<td>0.1</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>37</td>
<td>0.3</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>38</td>
<td>0.5</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>39</td>
<td>0.7</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
<tr>
<td>40</td>
<td>0.9</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>A</td>
<td>A</td>
</tr>
</tbody>
</table>

Appendix B. Examples of Exercises Generated during the Experiment Using Different Difficulty Settings

The following exercises were generated to learn solving the question evaluation order problem with the following target rules: operator precedence, binary left-associative operators, binary right-associative operators, and enclosing operators. The question bank contained questions for those rules with normalized difficulties from 0.53 to 1.0.

Appendix B.1. Low Difficulty

Determine the order of evaluation of the following expressions:

1. `sqlite3Strlen30 (pStr2 -> u . zToken) - 1`
2. `i = j = 0`
3. `cachedRegex = rkl_lastCachedRegex = 0`
4. `nMinKey = nMaxKey = info . nKey`
5. `pldx = pProbe = pProbe -> pNext`
6. `len = i = sqlite3VdbeSerialTypeLen (serial_type)`
7. `flag_alternateform = flag_altform2 = flag_zeropad = 0`
8. `rc = db -> errCode = p -> rc`
9. `* prNotFound = rMayHaveNull = ++ pParse -> nMem`
10. `pMem -> zMalloc = pMem -> z = z`

Appendix B.2. Medium Difficulty

Determine the order of evaluation of the following expressions:

1. `(memcpy (& uiwork , (acc + 6) + 34 − 4 , 4) , uiwork) == 0 && (memcpy (& uiwork , (acc + 6) + 34 − 8 , 4) , uiwork) == 0`
2. `pTabList -> a [0] . iCursor = iCur = pParse -> nTab ++`
3. `pPager -> sjfd = (pPtr += (((pVfs -> szOsFile) + 7) & 7)) & 7)`
4. `flag_leftjustify = flag_plussign = flag_blanksign = flag_alternateform = flag_altform2 = flag_zeropad = 0`
5. `pMem -> zMalloc = pMem -> z = z`
6. `u . ad . pMem = p -> pResultSet = & aMem [pOp -> p1]`
7. `addrBrk = pLevel -> addrBrk = pLevel -> addrNxt = sqlite3VdbeMakeLabel (v)`
8. `pPage -> cellOffset = cellOffset = hdr + 12 − 4 * pPage -> leaf`
9. `mxReadMark = pInfo -> aReadMark [i] = pWal -> hdr . mxFrame`
10. `iCur = pTabList -> a [0] . iCursor = pParse -> nTab ++`

Appendix B.3. High Difficulty

Determine the order of evaluation of the following expressions:

1. `(as -> src . alpnid == srcalpnid) && Curl_strcasecompare (as -> src . host , srchost) && (as -> src . port == srcport) && (versions & as -> dst . alpnid)"
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