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Abstract: With the development of the mobile internet, service providers obtain data and resources through a large number of terminal user devices. They use private data for business empowerment, which improves the user experience while causing users’ privacy disclosure. Current research ignores the impact of disclosing user non-sensitive attributes under a single scenario of data sharing and lacks consideration of users’ privacy preferences. This paper constructs a data-sharing privacy metrics model based on information entropy and group privacy preferences. Use information theory to model the correlation of the privacy metrics problem, the improved entropy weight algorithm to measure the overall privacy of the data, and the analytic hierarchy process to correct user privacy preferences. Experiments show that this privacy metrics model can better quantify data privacy than conventional methods, provide a reliable evaluation mechanism for privacy security in data sharing and publishing scenarios, and help to enhance data privacy protection.
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1. Introduction

With the development of the mobile internet, services such as big data and cloud computing, distributed computing, and storage services are gradually becoming more popular. Big data-enabled service delivery models such as user portraits [1] and swarm intelligence [2] were born. The service provider obtains the data and resources through the massive user terminal equipment and uses the client privacy data to carry on the machine learning and data mining work, improving service competitiveness and user experience. This leads to privacy data being out of the control of the original users in the service platform and devices for the collection, management, analysis, display, and so on [3], bringing new data security risks. The main research focuses on designing a good privacy protection algorithm, reducing the privacy of business processes, and scientifically quantifying data privacy.

The existing work on privacy metrics for data publishing relies on the artificial delineation of data scenarios and sensitivities to determine the modeling of privacy attacks. These methods only measure the leakage of sensitive attributes. For example, some works specify a patient’s illness or an employee’s income as sensitive attributes, thus calculating the leakage probability of sensitive attributes and the information loss of other identifiers or quasi-identifiers. In practice, users exposed to data tend to view all published personal information as sensitive and privacy-threatening, with only slight differences in the importance of attributes.

In order to deal with this situation, the current part of the work uses the entropy weight method to compute the privacy metrics. It gets the ranking of the privacy importance of different attributes of data. However, the traditional entropy weight method [4] is mainly used in the evaluation work and is not applicable in the privacy metrics.
scene. At the same time, users in different scenarios and groups have different preferences for privacy because of individual conditions. Privacy metrics should analyze and incorporate differences in users’ privacy preferences.

In response to the above problems, this paper makes the following contributions:

- In calculating the importance of privacy, we use information entropy to remodel the quantity of data privacy. After mathematical derivation, we use a new weight expression to replace part of the traditional entropy weight method.
- In the quantitative calculation of privacy preference, we add the analytic hierarchy process (AHP) [5] method to the data collection process and release and modify the results based on information entropy. The metric results fully take into account the user’s personalized privacy preferences.
- We construct a complete data-sharing privacy metrics model, which provides a solution for evaluating privacy security in data-sharing scenarios. The experiments verify the validity of the model. Compared with the privacy metrics model based on the traditional entropy weight method, our model gets more reasonable weights and senses the change in data privacy more keenly.

The structure of the rest of this paper is as follows: The second part summarizes the current research situation on data privacy protection and privacy metrics. The third part introduces the framework of the privacy metrics model, the mathematical modeling of privacy metrics, and describes the privacy attribute weighting algorithm and the privacy preference modification process in detail. The fourth part describes the experimental process and results, and the fifth part summarizes and looks forward to the full text.

2. Related Work

According to the types and scenarios of data to be protected, privacy protection mainly includes location privacy, identifier anonymity protection, connection relationship anonymity protection, and so on [3]. Currently, the most commonly used privacy protection techniques are data anonymity based on generalization, data encryption based on cryptography, data disturbance based on noise, and their combination techniques [6]. K-Anonymity [7], L-Diversity [8], and t-Closeness [9] are the early privacy protection models based on the properties of the data itself. However, only anonymity is used to protect privacy, and the effect of de-anonymization is evident when the attacker has multiple information sources [10]. C. Dwork et al. [11,12] put forward a differential privacy protection model after strictly defining the background knowledge of the attacker.

Data is at the core of the internet of things, big data, and other services. Privacy protection in data publishing and sharing is an essential research issue in data security. Current data publishing privacy protection forms the architectural model [13] shown in Figure 1, which protects the privacy of data producers over the life cycle of data collection and sharing. M. H. Afifi et al. [14] presented a multi-variable privacy characterization and quantification model to provide metrics for data publishing and proposed distribution leakage and entropy leakage to better evaluate protection technologies. Abdelhameed S. A. et al. [15] proposed a restricted sensitive attributes based sequential anonymization (RSA-SA) approach. They introduced semantic and sensitivity diversity to measure and limit the privacy of published data. This method has a minor loss of information and delays time while preserving data privacy. J. Domingo-Ferrer et al. [16] redefined trust and data utility, tested them on a permutation model, and evaluated existing anonymization methods against new metrics, weighing information loss against the risk of privacy leakage. Z. G. Zhou et al. [17] proposed a re-anonymity architecture that released the generated Bayesian network rather than the data itself and optimized the excessive distortion of a specific feature attribute. Experimental results showed that this method could maintain privacy while maintaining high data availability.
Information theory is a vital information measurement tool that provides objective theoretical support in constructing the privacy metrics model and quantitative calculation. C. Díaz et al. [18] earlier applied information theory to privacy metrics, using information theory to model privacy attacks in communication and changes in information entropy before and after attacks to measure the degree of anonymity of sensitive attributes. It is calculated and proven in several communication models. F. Gao et al. [19] used information theory to quantify privacy losses and trust gains in open, dynamic computing environments where private information is exchanged between trusted entities, the trust is dynamically adjusted to reduce the loss of privacy according to the situation of privacy leakage, and simulation experiments prove its effectiveness. Guizhou public big data key laboratory [20–22] has researched applying information theory to privacy metrics. Literature [20] puts forward a variety of information entropy universal models of privacy metrics from a theoretical point of view by assuming the attacker’s existence and prior knowledge, as well as the subjective tendency of the user, in a well-conditioned privacy metric model that is gradually constructed. Literature [21] constructed a static game model with complete information between the service provider and the privacy attacker and modified the revenue matrix with the user’s privacy preference. Finally, the mixed Nash equilibria with different preferences are obtained, and the privacy leakage in the process is measured using the strategy entropy. Literature [22] combined graph theory with information theory to construct a differential privacy metric model. The channel transfer matrix is transformed into a Hamming graph based on the graph’s distance regularization and point transfer, and a metric method of privacy based on mutual information and differential privacy is proposed. It is proven that there is an upper bound for the amount of privacy leakage under differential privacy protection. Yu Yihan et al. [23] emphasized quantifying the privacy of the data itself and constructed an index of the elements of the privacy metric. On this basis, data privacy is quantified, and the entropy weight method is used to determine the weight of quantitative data. Finally, the BP neural network is used to complete the final classification of privacy. However, the process from data to a quantization matrix was relatively simple, and the relevance between the privacy metric and the information entropy model was not considered, which led to the distortion of the entropy weight method. Arcas S. et al. [24] questioned the application of information entropy in the measure of data anonymity, believing that data anonymity should be related to individuals and that the overall average amount of information in data tables measured by information entropy cannot fully reflect anonymity. Considering the uncertainty of the attacker’s information and sensitive attributes, the method of information entropy is improved and compared with the conventional method on the data table. Zhao Mingfeng et al. [25] constructed a privacy metric model under swarm intelligence-aware scenarios, quantized the time series privacy data with non-negative mapping, and modified the user privacy preference matrix to obtain a privacy-sensitive data matrix by
applying differential privacy protection to data. We observe the changing trend of data utility, privacy protection intensity, and privacy quantity, and the reliability of the metric model is proven.

To sum up, the current research on privacy metrics has been fruitful, but there are still some problems to be solved: most of the scenarios modeled by some methods rely on theoretical assumptions, which are difficult to achieve in practice; The lack of an implementation framework for privacy metrics and protection as a whole; A large number of studies have focused on the privacy leakage of specific sensitive attributes in data. These methods are consistent with the actual situation in some scenarios, such as medical and finance. However, any individual information in the relationship will cause a certain degree of privacy leakage with only different attributes of privacy leakage, which are the importance of the degree of differences. The privacy metrics model needs to consider privacy preference, which is too subjective. Therefore, it is of great significance to construct a complete closed-loop model of privacy metrics and protection, to use good modeling and data processing methods to avoid distortion of calculation results, and to quantify users’ privacy preferences from a group perspective.

3. Data Sharing Privacy Metric Model Based on Information Entropy and Group Privacy Preference

In order to solve the problems of poor correlation between the privacy metric method and actual data and the distortion of the calculation process, we construct a data-sharing privacy metric model based on information entropy and group privacy preference, as shown in Figure 2. The model divides the privacy metric process into three modules: problem modeling, quantitative calculation, and analysis-based decision-making. It guides privacy protection and data release decision-making, which ensures that privacy protection and metric linkage are closely combined.

![Figure 2. Data sharing privacy metrics model based on improved information entropy and group privacy preference.](image-url)
First, when the privacy metric is applied in the data sharing and publishing scene, the model analyzes the statistical characteristics of the data based on the original data and obtains the distribution \( Y \) of different values. A hierarchical model of tree-type attributes is constructed based on the privacy preference statistics of user groups, and anonymity is a primary feature to measure the strength of privacy protection, which is essentially a mathematical feature of the data itself. It is independent of the privacy protection algorithm and has some generality in its measurement. Then, the model quantizes the original data based on anonymity and obtains a computable fundamental privacy matrix \( G \).

Additionally, the attribute privacy weights and the total privacy amount are calculated based on data analysis and privacy metric modeling results. The objective privacy attribute weight \( W \) is obtained by calculating the information entropy and its weight through the value distribution \( Y \) of data. Then, after calculating the group privacy preference vector \( p_{\text{final}} \) based on AHP, modify the subjective preference of \( W \) to obtain the final weight \( W_{\text{final}} \). Using \( W_{\text{final}} \) and \( G \) to do weighted aggregation of the privacy metric, we get the integrated user privacy vector \( Z \) corresponding to the user one by one, that is, the user-level privacy metric result.

Finally, according to the application scenario, the total privacy metric results, the service data availability requirements, and the strength of the privacy protection algorithm are integrated to evaluate the data-sharing decision. Suppose that the decision-maker does not consider the data to meet the privacy requirements. In this case, the model will iteratively process the data, apply the corresponding privacy protection measures, and enhance the privacy protection of the data until the data meet the release conditions. The implementation details of the critical steps in the measurement process are detailed below.

### 3.1. Problem Modelling

Shannon information entropy is a measure of source uncertainty in the communication system. Suppose the state of system \( X \) is represented by a discrete random variable \( X(x_1, x_2, \ldots, x_n) \), and \( p(x_i), i \in [1, n] \) is the probability of each random event \( x_i \) occurring. For event \( x_{i_0} \), by guesswork and proof of uniqueness, the amount of self-information that defines the occurrence of the event is

\[
I(x_i) = \log \left( \frac{1}{p(x_i)} \right).
\]

The lower the probability of the event, the higher the uncertainty of its elimination, and the greater the amount of self-information it contains. By calculating the mathematical expectation of the random variable \( X \), the information entropy \( H(X) \), which means the average uncertainty of the system, is obtained. The higher the uncertainty of the system, the greater the information entropy is

\[
H(X) = \sum_{i=1}^{n} p(x_i) \log \left( \frac{1}{p(x_i)} \right) = -\sum_{i=1}^{n} p(x_i) \log(p(x_i)).
\]

For data table \( T \), there are \( n \) rows of private data associated with the user’s identity. In previous data privacy metrics studies [13,23], models were often based on assumptions about attacks. Suppose the probability of an attacker recognizing a piece of information follows the distribution of the random variable \( X \). In the initial state, since the attacker has no prior knowledge, every piece of information in \( T \) is assumed to be the target data with equal probability, that is, \( x_i = \frac{1}{n}, i \in [1, n] \). The maximum of the uncertainty of \( X \) calculating by information entropy is \( H_0 \).

\[
H_0 = -\sum_{i=1}^{n} p(x_i) \log(p(x_i)) = -\sum_{i=1}^{n} \frac{1}{n} \log \left( \frac{1}{n} \right) = \log(n)
\]
Then the attacker obtains a value for one attribute \( a \) of the target to be identified as \( r_i \) and initiates a query \( Q \) on \( T \). During the query, the probability of the attacker identifying each piece of data, that is, the probability distribution of \( X \), changes and becomes \( X' \). Suppose that the result of \( Q \) is \( n' \), that is, the number of data whose attribute has a value of \( r_i \) in \( T \) is \( n' \), and the new information entropy of \( X' \) is defined as

\[
H_1 = - \sum_{j=1}^{n'} p(x_j | a = r_i) \log \left( p(x_j | a = r_i) \right) = - \sum_{i=1}^{n'} \frac{1}{n'} \times \log \left( \frac{1}{n'} \right) = \log(n').
\]  

(4)

The change in information entropy before and after Query \( Q \), \( H_1 - H_\omega \), is taken as the measure value \( P \) of privacy leakage.

\[
P = H_0 - H_1 = \log(n) - \log(n') = \log \left( \frac{n}{n'} \right) = \log \left( \frac{1}{n'/n} \right).
\]  

(5)

On this basis, let the random variable \( Y = \{y_1, y_2, \ldots, y_k\} \) denote the probability distribution of attribute \( a \) getting a different value \( r_i \) in \( T \), and there are \( k \) different values on attribute \( a \). \( y_i \) represents the event whose attribute \( a \) values \( r_i \), and \( p_i \) represents the probability that the event \( y_i \) occurs, which equals to \( n'/n \). At this point, the mathematical representation of the self-information of the event \( y_i \) is consistent with \( P \).

Suppose that the probability distribution of attribute \( a \) in \( T \) is the same as that of external data when the amount of data in \( T \) is large enough, and the attacker acquires prior knowledge from external data that contains the value of the target attribute \( a \) that can be associated with an attack on data table \( T \). At this point, the average privacy leakage \( \bar{P} \) of the correlation attack on \( T \) using attribute \( a \) is consistent with the mathematical expression of information entropy of random variable \( Y \), as shown in Formula (6).

\[
\bar{P} = H(Y) = \sum_{i=1}^{k} p(y_i) \log \left( \frac{1}{p(y_i)} \right) = - \sum_{i=1}^{k} p(y_i) \log(p(y_i))
\]  

(6)

Based on the hypothesis and derivation above, it can be proved that the privacy weight of attribute \( a \) in data table \( T \) has the same mathematical expression as that of calculating information entropy from the probability distribution of value \( a \); the latter can be used instead of the former. This conclusion provides a mathematical basis for the optimization of the following quantitative calculation process.

### 3.2. Weighted Algorithm for Privacy Attributes Based on Information Entropy

Based on the concept of information entropy in information theory, the traditional entropy weight method [5] is an algorithm to determine the importance of evaluation indexes by directly using the statistical characteristics of the target to be evaluated. The discreteness of the value distribution of numerical data determines the result of determining weights. After standardizing the data, the higher the degree of numerical discreteness under a single index, the smaller the result of the information entropy calculation is. Indicators that can distinguish data more effectively will obtain higher-weighted results. The privacy metric using the entropy weight method [23] can calculate the privacy quantity in the attribute as a weight. The calculation process of the traditional entropy weight method is as follows:

Firstly, Formulas (7) and (8) are used to standardize the statistical data of the evaluation target. Suppose that the evaluation data contains \( k \) indexes and \( n \) evaluation objects, where \( x_{ij} \) represents the value of the \( j \)th index in the \( i \)th target. Positive or negative is when the value of the index is positively correlated with the score of the evaluation result. The index is positive and standardized using Formula (7), standardization using Formula (8).
Using the standardized data, the corresponding entropy values for each index are obtained, as shown in Formula (9).

\[ p_{ij} = \frac{x_{ij}}{\sum_{i=1}^{n} x_{ij}} (i = 1, 2, \ldots, n; j = 1, 2, \ldots, k) \]

\[ H_j = -\left(\frac{1}{\ln(n)}\right) \sum_{i=1}^{n} p_{ij} \log(p_{ij}) \] 

If \( p_{ij} = 0 \), define \( \lim_{p_{ij} \to 0} p_{ij} \log(p_{ij}) = 0 \). The calculated result is the normalized entropy value, \( H_j \in [0, 1] \). Then the final index weight is obtained by using Formula (10), and the weight is inversely proportional to the calculated result of the entropy value.

\[ w_j = \frac{1 - H_j}{k - \sum_{j=1}^{k} H_j} (j = 1, 2, \ldots, k) \] 

The entropy weight method is an objective weight determination algorithm dependent on the data. It is suitable for the comprehensive evaluation process with many sampling targets. However, in data privacy metrics, there are the following problems when using the traditional entropy weight method directly after digitizing raw data:

- The entropy weight method uses the formula for information entropy, but the physical meaning of information entropy needs to be clarified. It lacks an explanation of scene modeling and probability angles, so it cannot be directly equivalent to privacy quantity.
- In the process of calculating privacy metrics, it is necessary to first quantify the privacy data and then calculate based on the quantized data. There are apparent differences between the data and the original data after privacy quantization and standardization, and improper data processing will lead to the distortion of entropy weight calculation.

Given the above problems, this paper improves the weight calculation process of the classical entropy weight method in privacy metrics. Section 3.1 is used to model the privacy attack on the original data and analyze its probability characteristics, based on which the mathematical derivation is carried out, using Formula (6) instead of the calculation process in the entropy weight method, as follows:

1. According to the original data, the random event \( Y_j = (y_{1j}, \ldots, y_{mj}) \) of every index value is constructed, \( m \) is the number of the \( j \)th attribute that contains the value type, and the probability distribution \( P(Y_j) = (p_{y_{1j}}, \ldots, p_{y_{mj}}) \) of every index value is calculated.
2. For each \( Y_j \), the information entropy \( H(Y_j) = -\sum_{i=1}^{m} p(y_{ij}) \log(p(y_{ij})) \).
3. Since it has been proved in 3.1 that there is a directly proportional relationship between the amount of privacy leakage and the results of the current information entropy calculation, the final weight vector \( w = (w_j), j = 1, 2, \ldots, k \) is obtained directly by 

\[ w_j = \frac{H_j}{\sum_{j=1}^{k} H_j} \] 

Compared with the conventional numerical and entropy methods, the proposed method adds the modeling of the privacy metric scenario and makes the measurement
process more interpretable. Based on the mathematical expression, the classical entropy weight method is adjusted and optimized to avoid distortion of the result and deviation from the expectation.

3.3. Weight Correction Based on User Privacy Preferences

In the existing data-sharing scenarios, there are some differences in data-sharing patterns, shared data types, user-oriented groups, etc. The demand for privacy protection is affected by subjective factors. The methods of determining users’ privacy preferences in existing studies usually specify the rating directly [21], which does not consider the users’ group wishes and may lead to the need for more integrity in the results of preference weighting. Privacy preferences are calculated for each user [25], the results are calculated and retained, and there may be resource constraints on edge computing devices. AHP is a subjective, multi-criteria decision-making method. After constructing the hierarchy index system, the whole index importance ranking can be obtained by combining the subjective evaluation opinions of experts or users. AHP is applied to determine the individual privacy preference of group users. The steps of the algorithm are as follows:

1. Split the set of data attributes to be published and build the hierarchical attribute architecture. Building a hierarchical structure can not only help get more discriminative results when getting user privacy preferences but also avoid computing the eigenvalues of large matrices and improve the algorithm’s efficiency. The privacy information category classifies the current attribute set and constructs the hierarchical model. For example, 17 personal data attributes can be split and built into an attribute hierarchy, as shown in Figure 3.

![Figure 3. Hierarchy Construction of Personal Privacy Information Attributes.](image)

The current hierarchy of data attributes is based on the following rules:

- Identity information: attributes related only to the individual, independent of others, natural attributes of the person.
- Social attributes: the attributes that describe individual participation in social relations; attributes related to others; and regional attributes.
- Job financial status: an attribute that describes an individual’s occupation and financial status.

2. Based on the hierarchical model, the relative importance of users’ privacy preferences is analyzed, and the judgment matrix \( C_{tx} = [b_{ij}]_{xt} \) is constructed for each sub-level, assuming that the number of attributes in the sub-level is \( t \). Table 1 is a
quantitative representation of subjective opinions, which quantifies abstract and fuzzy user opinions into a numerical matrix by comparing two different attributes. For each $b_{ij}$ in the matrix, using the scale in Table 1, get the numerical expression of the user group’s preference for attributes by pairwise comparison.

<table>
<thead>
<tr>
<th>Intensity of Importance</th>
<th>Definition</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Equal importance</td>
<td>The degree of contribution of the two elements is of equal importance</td>
</tr>
<tr>
<td>3</td>
<td>Moderate importance of one over another</td>
<td>Experience and judgment slightly prefer the former</td>
</tr>
<tr>
<td>5</td>
<td>Essential importance</td>
<td>Experience and judgment strongly prefer the former element</td>
</tr>
<tr>
<td>7</td>
<td>Extreme importance</td>
<td>Actually shows a very strong preference for the former element</td>
</tr>
<tr>
<td>9</td>
<td>Absolute importance</td>
<td>There is sufficient evidence to confirm an absolute preference for the former element</td>
</tr>
<tr>
<td>2, 4, 6, 8</td>
<td>Intermediate value of adjacent scale</td>
<td>Between two adjacent judgments</td>
</tr>
</tbody>
</table>

Reciprocals Relative unimportance The degree of the latter factor preference is inversely proportional to the value, and the smaller the value, the higher the importance of the latter.

3. Single-level sorting. The method of square root or sum product is used to calculate the maximum eigenvalue $\lambda_{\text{max}}$ of matrix $C_{\text{ext}}$ and its corresponding eigenvector $p$.

4. Consistency test. There may be some conflicts between two sets of comparisons, and consistency needs to be verified to ensure the validity of the statistics. Since the data is transformed to the judgment matrix $C_{\text{ext}}$, the problem is transformed to determine whether the matrix $C_{\text{ext}}$ is consistent, that is, whether the largest eigenvalue $\lambda_{\text{max}}$ of the matrix equals the order of the matrix $t$. However, absolute consistency is often challenging to achieve, so the use of an approximate way to measure the degree of consistency of the matrix at this time. To avoid the inconsistency caused by the statistics of subjective privacy preferences, the consistency test should be carried out on the calculated results. The consistency index $C.I.$ was obtained by using Formula (11). The random consistency index $R.I.$ is selected according to Table 2 and index number $t$.

$$C.I. = \frac{\lambda_{\text{max}} - t}{t - 1}$$  \hspace{1cm} (11)

$C.I.$ is of the following nature:
- The matrix $C$ has complete consistency when $C.I. = 0$.
- When $C.I.$ is close to zero, the matrix $C$ has satisfactory consistency.
- The greater the $C.I.$, the greater the inconsistency of $C$.

<table>
<thead>
<tr>
<th>t</th>
<th>R.I.</th>
<th>T</th>
<th>R.I.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>9</td>
<td>1.46</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>10</td>
<td>1.49</td>
</tr>
<tr>
<td>3</td>
<td>0.52</td>
<td>11</td>
<td>1.52</td>
</tr>
<tr>
<td>4</td>
<td>0.89</td>
<td>12</td>
<td>1.54</td>
</tr>
<tr>
<td>5</td>
<td>1.12</td>
<td>13</td>
<td>1.56</td>
</tr>
<tr>
<td>6</td>
<td>1.26</td>
<td>14</td>
<td>1.58</td>
</tr>
</tbody>
</table>
Finally, calculating the conformance ratio $C.R. = C.I./R.I.$ In general, the result passes the conformance test when $C.R. < 0.1$. The judgment matrix obtained from each user’s relative importance survey must satisfy the consistency test condition.

After passing the consistency test, the weight vector $p$ is the user’s privacy preference weight for the index. After a survey of multiple users, all the results are weighted equally to get the final target group’s privacy preference weight, $p_{\text{final}}$.

By determining a suitable proportion coefficient $\alpha$ and $\beta$, the information entropy weight vector $w_{\text{final}}$ with the group privacy preference is obtained by modifying $w$ with $p_{\text{final}}$, as shown in Formula (12).

$$w_{\text{final}} = \alpha w + \beta p_{\text{final}}, \alpha + \beta = 1$$

$$\alpha - \beta = Co(w, p_{\text{final}}) = \sqrt{\sum_{j=1}^{m}(w - p_{\text{final}})^2}$$  \hspace{1cm} (12)

where $Co(w_{\alpha},w_{\beta})$ represents the correction function. The value of $Co(w_{\alpha},w_{\beta})$ satisfies the normalization condition. The principle of weight allocation is that the information entropy-based privacy metrics (objective weights) be appropriately modified by the user’s privacy preferences (subjective weights) without affecting the dominant position of the objective weights. The distance of the weight and the distance of the weight coefficient are consistent, and the weight distribution is more objective and reasonable. When the difference between the two sides is large, the subjective information introduced by the user’s privacy preference is limited. When the difference between the two sides is small, the correction effect of the user’s privacy preference is reflected as much as possible.

In order to better adapt the AHP method in the work of privacy measurement and protection, our scheme tries to add AHP into the process of privacy measurement of data publication, forming a process of data publishing privacy metrics as shown in Figure 4, which integrates the AHP method. The process consists mainly of the following steps:

- By describing a problem that needs data support, the data consumer puts forward the demand for data usage and sends the demand to the data server.
- According to the requirement, the data server formulates the data attributes that need to be collected, divides the data attributes according to specific rules, and constructs the hierarchical structure model.
- The data server requests that the user group use the actual data. The user gives the privacy importance preference matrix about the data attribute and sends the preference opinion to the data server.
- The data server integrates the data and preferences of each user individually to obtain the actual original data to be published and the group privacy preference matrix.
- The data server iterates through the privacy metrics and protection model shown in Figure 3 to get the data that meets the privacy requirements.
- The data server publishes the final data and provides it to the data consumer for analysis and sharing.

According to the above process, the data server can better integrate the AHP method into the data collection and release process and develop the application of user group privacy preferences in privacy measurement and protection.
3.4. Metric Results Analysis and Feedback

The feedback from measurement results analysis is an essential part of the whole work of privacy metrics and privacy protection. In this link, according to the calculation results of privacy metrics and the business environment, the model makes the data release and privacy adjustment decisions. When sharing or publishing data, consider the following factors:

- External environmental factors. Business scenarios for data usage and the network environment for data transmission. It will dynamically influence the security requirements for data sharing and circulation and restrict the adoption and strength of data security and privacy protection.
- Data source privacy. The privacy attributes, information, and statistical characteristics of the original data source are mainly determined by the privacy metrics mentioned above.
- Data availability. Data that has been protected after processing should be guaranteed to be available. Consider the destruction of crucial information in the data, the destruction of the original distribution, and so on. Protection of privacy and security at the same time, as far as possible, to minimize the impact of protection measures on data utility.

We can judge whether the current data can be released or not by the above factors. Suppose it does not meet the privacy and data availability requirements in the current situation. In this case, we need to adjust the privacy protection measures dynamically, such as by changing the applicable privacy protection algorithm or adjusting the strength of the privacy protection algorithm, and iteratively measure the processed data again until the data meet the release requirements after analysis and implementation of the data release decision.

4. Experimental Results and Discussion

This paper simulates non-interactive data publishing and user preference groups with social network scenarios and unpublished data sources using adult data sets provided by UCI [26]. The data set contains 19 attributes of the user’s personal information. We filtered and merged the attribute sets to get 17 attributes and selected the first 1000 user personal information as the privacy metrics of the data to be published.

4.1. Comparative of Weight Distribution of Data Privacy Attributes

The reasonable weight of privacy attributes is the basis for obtaining the privacy of each data item and is the guarantee of the scientific results of the whole privacy
quantification calculation. For the raw data without privacy protection, different exact weight algorithms are used to get the weight vector, and the weight distribution of each method is compared, as shown in Figure 5.

The blue column represents the conventional data frequency quantization with entropy weight (TEW) [23], and the red column represents the information entropy quantization weight (IEW) without privacy preference modification in the scheme. The yellow bars represent information entropy quantization weights (P-IEW) with privacy preference modifications. The original data set attributes 1~4 are direct identifiers, or the high distinguishing ability of the standard identifier attributes, such as name, SSN, etc., should have a high privacy weight. The original method uses the entropy weight method for the data after the numerical frequency quantization and lacks the scientific modeling explanation, and the quantized data no longer has the statistical characteristics of the original data, which leads to a large deviation between the weight and the expectation. This scheme strictly obeys the modeling of the privacy metric problem, optimizes the weighting algorithm under the premise of satisfying the mathematical interpretation of information entropy, and accords with the expectation in the data of the privacy attribute weight calculation, so the problem of weight distortion of the original method is solved.
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Figure 5. Comparative analysis of attribute privacy weights of different methods.

Concurrently, the statistical data of users’ subjective privacy preferences in social network scenarios is obtained based on simulation experiments. Each constructed judgment matrix passed the consistency verification condition. After calculating by the AHP method, the privacy preference of information entropy weight is modified by weighted aggregation. The adjusted weight has a higher sensitivity, a higher attribute discrimination degree, and a lower objective weight, such as family relationship and personal income. Still, the user group’s subjective weight of privacy information is compensated. The results of the privacy metrics fit the expectations of the users of the simulated social network group privacy preferences and make the results more suitable for the needs of the scenario.

4.2. Measures of Privacy Protection Effectiveness

A reasonable measure of data privacy needs to give relatively straightforward quantitative feedback after handling the data with the protective measures, which reflects the effect of the protective measures and then guides the control and adjustment of privacy
Cryptography. By adding privacy protection measures to the original data, the experiment further verified the validity and superiority of this scheme under the privacy protection treatment. Figure 6 shows the trend of the model’s data privacy metrics results after suppressing the identifier attributes individually. By analyzing the maximum value of individual privacy and the average value of total privacy, we can find that with the increase in suppression of attributes, the effect of privacy protection is enhanced. The amount of data privacy continues to decrease, which is inversely proportional to the strength of privacy protection. The trend of change is following the expectation of experience, which proves the validity of the measurement effect.

![Figure 6. suppression-overall privacy metrics trends.](image)

Further, performing a visual analysis of the changes in the distribution of individual data privacy during attribute suppression, as shown in Figure 7. Individual privacy fluctuates around the average of group privacy. With the increase in privacy protection intensity, the mean of individual privacy decreases and the fluctuation amplitude of individual privacy increases. The metric results help provide privacy decision-makers with a basis for classified protection on two dimensions:

- Classification of attributes: providing classification protection according to the sensitivity of attributes and the identification ability of individuals. It can guarantee data availability on low-sensitive attributes and provide key protection for data on high-sensitive attributes by slicing, suppression, generalization, and so on.
- Classification of individuals: dividing all individuals in the relationship data into high, medium, and low areas according to the average privacy amount and individual sensitivity. Limit the release of highly sensitive individual data through permutation, bucket splitting, and perturbation techniques while reducing the overall privacy impact and providing high availability of data.

Figure 8 shows the effect of the three approaches on privacy measures when increasing the intensity of generalization applied to the data. The pretreatment eliminates some non-numerical attributes and obtains the numerical data by string processing and type conversion. To keep the same generalization strength $\epsilon$ of all the data, different generalization cardinality $L$ is used for each attribute, and the generalization step $\bar{s}$ is used to control $\epsilon$, and process the generalized data.
Figure 7. Suppression-individual privacy metrics distribution.

Figure 8. Generalization—metric sensitivity analysis.
Through the comparison, we can see that the privacy attribute weights of IEW and P-IEW calculated by the method of determining the privacy attribute weights in the scheme of this paper, and the total privacy of the final calculation, be able to measure changes in data privacy more sensitively.

\[ K = \frac{1}{n - 1} \sum_{i=1}^{n-1} \frac{|y_i - y_{i+1}|}{x_i - x_{i+1}} \]  

(13)

More specifically, using the average change rate \( K \) of the privacy measures shown in Formula (13) as an index to evaluate the sensitivity of the above privacy measure scheme, the higher the \( K \) value, the higher the sensitivity of the corresponding scheme’s privacy measure. Among them, \( K_{TEW} = 0.051 \), \( K_{IEW} = 0.481 \), \( K_{P-IEW} = 0.400 \), the latter two being higher than the traditional method. The results mean that the scheme can be more sensitive to changes in privacy intensity and data privacy quantity in the work of privacy protection and adapt to more detailed quantitative privacy analysis and intensity control.

Furthermore, the entropy attribute weights modified by user group privacy preferences are less sensitive than those before the modification. Due to the difference between the subjective privacy preference weight distribution and the probability distribution based on the objective information theory, users may protect some sensitive attributes that cannot easily cause privacy attacks. To reflect the subjective will of users, the model may sacrifice some privacy metrics in the quantization results. Therefore, in practice, it is necessary to dynamically select and adjust the influence of the user’s subjective preferences on the measurement results to satisfy the requirement of measurement results.

5. Conclusions

This paper designs a privacy metrics algorithm based on information entropy and user privacy preferences to solve the problem of privacy metrics in the data-sharing publishing scene. This method considers all the data attributes to be published in the ranking of privacy importance and modifies the weights using the privacy preferences quantified by AHP. In addition, this paper proposes a privacy protection and metrics model for data sharing and publishing that simulates data sharing scenarios and various privacy protection measures using personal identity privacy data and verifies the generality and validity of the model. The model is suitable for quantitative analysis of data privacy in the early days of data sharing. It can guide the privacy protection staff to implement the best data privacy protection measures according to the privacy protection threshold, the service data availability needs, the privacy classification, and the classification scheme. In the provision of data sharing, publishing, computing, and other services, to protect users’ privacy as much as possible.
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