Review

Liquid Crystal Thermography in Gas Turbine Heat Transfer: A Review on Measurement Techniques and Recent Investigations

Srinath V. Ekkad 1 and Prashant Singh 2,*

1 Mechanical and Aerospace Engineering Department, North Carolina State University, Raleigh, NC 27695, USA; sekkad@ncsu.edu
2 Mechanical Engineering Department, Mississippi State University, Mississippi State, MS 39762, USA
* Correspondence: singh@me.msstate.edu

Abstract: Liquid Crystal Thermography is a widely used experimental technique in the gas turbine heat transfer community. In turbine heat transfer, determination of the convective heat transfer coefficient ($h$) and adiabatic film cooling effectiveness ($\eta$) is imperative in order to design hot gas path components that can meet the modern-day engine performance and emission goals. LCT provides valuable information on the local surface temperature, which is used in different experimental methods to arrive at the local $h$ and $\eta$. The detailed nature of $h$ and $\eta$ through LCT sets it apart from conventional thermocouple-based measurements and provides valuable insights into cooling designers for concept development and its further iterations. This article presents a comprehensive review of the state-of-the-art experimental methods employing LCT, where a critical analysis is presented for each, as well as some recent investigations (2016–present) where LCT was used. The goal of this article is to familiarize researchers with the evolving nature of LCT given the advancements in instrumentation and computing capabilities, and its relevance in turbine heat transfer problems in current times.
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1. Introduction

Gas turbine blade cooling innovation is driven by the constant push for higher turbine inlet temperatures for higher overall gas turbine efficiency and reduced coolant usage, for overall efficient fuel management, with a broader goal to achieve lower emissions [1]. Both propulsion and power generation industry-based gas turbine engines are poised to play a vital role in determining the global carbon footprint. To this end, several innovative cooling technologies have been developed and adopted in present-day turbines and these concepts are also used widely in other areas involving the need for high heat dissipation rates. A comprehensive review of gas turbine cooling technologies, up until 2010, is presented by Han et al. [2]. The foundation of any enhanced heat transfer concept development effort is the accurate measurement of the involved thermal quantities that determine the heat transfer quantities of interest, which in the case of gas turbine cooling is $h$ and $\eta$. Over the years, significant efforts have been dedicated to developing stable and robust measurement techniques that can accurately quantify the local cooling characteristics of typical concepts such as rib turbulators, jet impingement, pin fins and film cooling. Of these, experimental techniques that yield a detailed map of the heat transfer coefficient ($h$) and adiabatic film cooling effectiveness ($\eta$) are of prime importance as they show the local effects and provide valuable insights into the design modifications, rather than one global value. Liquid crystal and infrared thermography methods are common in the gas turbine heat transfer community, where both methods have been explored in extensive detail over the past three decades or so, where liquid crystal thermography has been in existence since the early 1980s. Earlier work by Jones and Ireland [3] from the University of Oxford was amongst the first to showcase liquid crystals and their usage in gas turbine heat transfer.
applications. Since then, prominent research groups at Oxford, University of Minnesota [4], UC Davis [5], Arizona State University [6], Texas A&M [7], Penn State [8], Northeastern [9] and many more have successfully used this technique in many heat transfer scenarios.

With the advancements in measurement devices and computing capabilities, the techniques have evolved over the years, which, in turn, has affected the quality of the reported heat transfer quantities. To this end, this paper reviewed some conventional measurement techniques involving liquid crystal thermography as well as some recently developed ones. Furthermore, representative experimental studies were reviewed, with a focus on studies done in the past five years (2016–present).

2. Fundamentals of Liquid Crystal Thermography (LCT)

2.1. Working Principle

Liquid crystals have unique properties, which lie in between that of a typical crystalline solid and isotropic liquids. Their relative placements are shown as shown in Figure 1, along with the role of temperature in the rods’ orientation. This process is reversible as well, which makes LCs reusable. Figure 1 also shows the three mesophases in which liquid crystals can exist, viz. (a) nematic, (b) smectic, and (c) cholesteric. In the nematic phase, the molecules are arranged in a more symmetrical way about the vertical axes and are called “achiral”. In the smectic phase, the layers can move relative to each other, exhibiting properties of typical liquids. In the cholesteric mesophase, the elongated molecules are not symmetrical with respect to the vertical axes, or they are twisted in reference to the axes, which results in the intramolecular forces rotating each molecule relative to one another. This essentially results in LCs taking the form of a helix with a certain pitch. For cholesteric liquid crystals involved in temperature measurements, this pitch should be of the same order as that of the wavelength of the excitation light it is subjected to.

![Figure 1. Liquid crystals in reference to crystalline solid and isotropic liquids (left), and the different mesophases of liquid crystals, (a) nematic, (b) smectic, (c) cholesteric, (d) cholesteric (different view) [10]. Figure from an open-access article.](image)

When the LCs are exposed to light of a certain wavelength, due to constructive interference, there is a selective reflection of light whose wavelength is given by Bragg’s law, \( \lambda = npsin\theta \), where \( n \) is the refractive index of LCs, 0.5\( p \) is the spacing between similar planes in the material, and \( \theta \) is the incidence angle of the light. The LCs that are employed in temperature measurement problems are encapsulated within thin gelatin walls, where the capsules are typically 20 microns in size. This binding of LCs is required to prevent its degradation from chemical or mechanical influences. The above properties of liquid crystals when they are subjected to a certain temperature and exposed to light of a suitable wavelength as well as their reusability and effective packaging (encapsulation) make them a promising candidate for thermometry.

2.2. Color to Temperature Conversion or Color Perception

The LC color change is recorded by a standard CCD camera and this recording is later post-processed to convert the colors into a known wall temperature. However, the first step in this process is color perception. In the RGB color space, any color can be obtained by linear combinations of red, green and blue color contents. With the knowledge of the R, G and B color contents of each pixel, one can obtain their temporal evolution which can be
correlated to an in situ wall temperature measurement. Typically, the red and green color intensities are used to either correlate the start of the red and green colors or peak red or green colors with the wall temperature [11]. Another method of color perception is to observe this phenomenon in the Hue, Saturation and Intensity (HSI) space. In the HSI space, the individual values of H, S and I can be obtained with the knowledge of the R, G and B color contents of a given pixel. Typically, Hue is correlated to wall temperature [12]. There are, however, different equations used in the past for obtaining Hue, e.g., Hay and Hollingsworth [13] used 
\[ H = \tan^{-1}\left(\sqrt{3}(R - G)/(2R - G - B)\right) \], whereas Hacker and Eaton (cited by [14]) proposed using 
\[ H = (255/\pi)\tan^{-1}(0.5(R - G)/(0.25(R - G) + 0.5B)). \] Recent practice is to use software such as MATLAB and use its inbuilt RGB2HSV command to convert R, G and B signals into H, S and V. Here, V is the same as I. More details on the LC color perception, calibration and issues can be found in [15,16].

3. Experimental Methods in Heat Transfer Measurements

Liquid crystal thermography is employed under both steady-state and transient heat transfer experiments in order to find the local heat transfer coefficient and/or film cooling effectiveness through finding the local wall temperature from the color change of liquid crystals at certain color play bands. Liquid crystal thermography has now evolved into a robust technique over the years, which is very popular in the turbine cooling community due to its ease of application on a surface and simple conversion to a local wall temperature. Thermochromic liquid crystals in a micro-encapsulated form are sprayed on a surface, where these spherical particles (~20 µm) are glued together via a suitable adhesive (also called “binders”). These chiral nematic structures when exposed to light of a suitable wavelength at a certain crystal temperature reflects light at a certain wavelength governed by Bragg’s reflection formula \( \lambda = \frac{np}{\sin \theta} \). The reflected light from the surface is captured by a regular charged coupled device (CCD) camera. The liquid crystal color change images captured by the CCD camera is interpreted in different ways through image processing tools to establish a relationship between an incident in the color change process to a surface temperature. More details on liquid crystal thermography can be found in Ireland and Jones [17], and its applications in Ekkad and Han [18]. Different methods for color change to wall temperature conversion are presented in Camci et al. [8] and Hay and Hollingsworth [13]. The following is a brief discussion on the design of an experimental setup for LCT under different types of conditions.

3.1. Heat Transfer Measurement Techniques

3.1.1. Steady-State Heat Transfer Experiments

The assembly for steady-state LC-based experiments is shown in Figure 2, which includes Styrofoam, gold film (electrically heated), plexiglass plate, black paint and a liquid crystal. The assembly ensures a uniform heat flux \( q'' \) distribution over the two-dimensional target surface subjected to an incoming impinging jet, and \( q'' \) is calculated by measuring the voltage drop \( V \) across the electric heater \( (q = V^2/R) \) of the net electrical resistance \( R \). The convective heat transfer coefficient \( (h) \) is defined as \( h = q''/(T_w - T_f) \), where in this case the wall temperature is determined from image processing of the liquid crystal color change and the fluid temperature is measured by thermocouples.
3.1.2. Transient Heat Transfer Experiments: Solid Modeled as Lumped Capacitance

The lumped capacitance model used above under steady-state conditions is also extended to transient conditions when a sudden change in fluid or solid temperature is induced and the resultant wall temperature evolution is measured. One such method was originally proposed by Abuaf et al. [19] in a linear cascade for measuring the convective heat transfer coefficient and adiabatic film cooling effectiveness on the surface of an airfoil placed inside the cascade. The transient lumped capacitance model-based technique works on the assumption that the energy transfer from the fluid to the solid is completely utilized in increasing the solid’s internal energy. The Biot number analysis (Bi ≪ 1) used above needs to hold true for this case as well. The convective heat transfer coefficient is then defined as

\[ h = -\left(\frac{\rho c_p}{l}\right) \ln \left(\frac{T_{\text{jet}} - T_{\text{plate}}(t)}{T_{\text{jet}} - T_i}\right) \]

where \( \rho \) is the plate density, \( c_p \) is the specific heat capacity, \( l \) is the plate thickness and \( T_{\text{plate}} \) is measured by Liquid Crystal Thermography (LCT). The authors in [19] also extended this technique to study the surface roughness effects on the heat transfer of turbine airfoils in [20].

3.1.3. Transient Heat Transfer: Solid Modeled as One-Dimensional Semi-Infinite

The most popular technique based on TLC is the one where a solid can be treated as semi-infinite during short-duration transient experiments. These solids are typically made of clear acrylic with a thermal conductivity \( (k) \) of \( \sim 0.2 \) W/mK and thermal diffusivity \( (\alpha) \) of \( \sim 1.1 \times 10^{-7} \) m²/s. The wall temperature \( (T_w) \) evolution with time for a solid initially at \( T_i \) subjected to sudden change in ambient fluid temperature \( (T_m) \) is given as

\[ T_w(t) = T_i + (T_m - T_i) \left(1 - \exp\left(\beta^2\right) \text{erfc}(\beta)\right) \]

where \( \beta = h\sqrt{\alpha l}/k \). With the knowledge of one time–temperature pair \((t, T_w)\), the heat transfer coefficient \( h \) can be found from any error minimization routine. A typically jet impingement setup involving this technique is shown below. Examples of a detailed heat transfer coefficient obtained through this technique are shown in Figure 3 [21].

More details about this method through studies conducted by the authors can be found in [22]. The uncertainty analysis for this method is presented in detail in [23, 24] and finer details about LC calibration is presented in [25].
3.1.4. Transient Heat Transfer: Simultaneous Determination of $h$ and $\eta$

Simultaneous determination $h$ and $\eta$ in a single transient experiment was originally proposed by Vedula at Arizona State University along with D.E. Metzger [26]. In film-cooling scenarios, the coolant layer injected into the hot gas path, which protects the outer skin of the turbine airfoil, also enhances the heat transfer between hot gases and the outer skin. Hence, it is imperative to determine the Net Heat Flux Reduction (NHFR) in the presence of film cooling, which is essentially a function of both $h$ and $\eta$. This necessity makes the method proposed in [26] very relevant even in modern times. Although most of the recent investigations have been on experimental determination of adiabatic film cooling effectiveness through Pressure Sensitive Paints (PSP) (for details, see [27]), there exists a need to determine $h$ as well in order to address the full picture of heat transfer in a three-temperature problem, as the one in film cooling. There are pros and cons of the entire heat transfer-based experiments to determine $\eta$ as compared to the PSP technique, where the PSP technique can also provide a detailed $\eta$ map that is free from any lateral conduction effects (particularly in vicinity of film injection). The following is a brief description of the methodology presented in [26] and later evaluated in greater detail in [28].

For a time-varying mainstream temperature, the wall temperature evolution can be presented as follows, after applying Duhamel’s superposition principle in Equation (2).

$$T_w = T_i + \sum_{j=1}^{N} \left[ 1 - \exp \left( \frac{h^2 \alpha(t - \tau_j)}{k_s^2} \right) \text{erfc} \left( \frac{h \sqrt{\alpha(t - \tau_j)}}{k_s} \right) \right] \left[ \Delta T_{m(j,j-1)} \right]$$ (3)

Equation (2) can be extended to a three-temperature problem (Equation (4)) by replacing $T_m$ by $T_f$, where adiabatic film cooling effectiveness $\eta = \left( T_f - T_m \right) / \left( T_c - T_m \right)$, and where $T_c$ is the coolant injection temperature.

$$T_w = T_i + \left[ 1 - \exp \left( \frac{h^2 \alpha(t)}{k_s^2} \right) \text{erfc} \left( \frac{h \sqrt{\alpha(t)}}{k_s} \right) \right] \left( \eta T_c + (1 - \eta) T_m - T_i \right)$$ (4)

Equations (3) and (4) essentially comprises of two unknowns that can be found with the knowledge of two time–wall temperature pairs. In LCT, these two distinct occurrences...
can be the red start/peak and green start/peak. However, these two occurrences would not be significantly apart from each other and may lead to large errors. The following additional methods address this issue in the above technique for the determination of \( h \) and \( \eta \). Note that the above issue can be readily solved if infrared thermography is adopted, since in that case, two wall temperatures can be chosen such that they are sufficiently far apart in terms of their occurrence. Or even further, one does not need to be limited by just two wall temperature choices, since IRT provides high temporal resolution measurements that can facilitate regression analysis for the simultaneous determination of \( h \) and \( \eta \).

3.1.5. Transient Heat Transfer: \( h \) and \( \eta \) Determination through Two Separate Experiments

Ekkad and Han [18] presented two transient experiment method to determine \( h \) and \( \eta \). The first experiment is carried out with just the mainstream flow heated to a desired temperature while the coolant is supplied at the room temperature. In the second experiment, both the mainstream and coolant are heated to the same desired temperature. The above two experiments’ wall temperature evolution with time can be presented by Equations (5) and (6) below.

\[
T_w = T_{i,1} + \sum_{j=1}^{N} \left[ 1 - \exp\left( \frac{h^2 a (t_1 - \tau_j)}{k_s^2} \right) \text{erfc} \left( \frac{h \sqrt{a (t_1 - \tau_j)}}{k_s} \right) \right] \left[ \eta T_{c,1} + (1 - \eta)(\Delta T_{m,1})_j \right] \tag{5}
\]

\[
T_w = T_{i,2} + \sum_{j=1}^{N} \left[ 1 - \exp\left( \frac{h^2 a (t_2 - \tau_j)}{k_s^2} \right) \text{erfc} \left( \frac{h \sqrt{a (t_2 - \tau_j)}}{k_s} \right) \right] \left[ \eta (\Delta T_{c,2})_j + (1 - \eta)(\Delta T_{m,2})_j \right] \tag{6}
\]

Equations (5) and (6) can be iteratively solved to determine \( h \) and \( \eta \). In this method, the same wall temperature is tracked, and two equations are created by running two separate transient heat transfer experiments. Figure 4 shows the detailed map of \( h \) and \( \eta \) obtained from the above procedure for air and \( \text{CO}_2 \).

3.1.6. Hybrid Step Heating Method Using Heater Foil for \( h \) Determination

Wolfersorf et al. [29] presented a novel transient step heating technique where a heated foil was glued onto plexiglass, which was modeled as a one-dimensional semi-infinite solid. This method had several benefits as it did not require massive heat input to raise the fluid temperature to a point such that the reference wall temperature is reached in a suitable time (neither too slow nor too fast), and second, this method does not even require liquid crystal color change to wall temperature calibration. In this technique, liquid crystals simply served the purpose of indicating a certain color change behavior and this incidence during the transient experiment was used simply as an isotherm.

In this method, a step heating condition is imposed at the beginning of the transient experiment with the desired flow conditions, and after a certain time (when all pixels have crossed the color indicator point), the heat flux is reduced to a lower value, which essentially drives the wall temperature in the opposite direction. With the knowledge of time taken to reach a certain color indication event during the two continuous heating stages and the instance at which the heat flux was reduced, local heat transfer coefficients were obtained for each pixel whose color change was captured.
Heat diffusion in the solid treated as one-dimensional semi-infinite is given by

\[ \frac{\partial T}{\partial t} = \alpha \frac{\partial^2 T}{\partial y^2} (0 < y < \infty) \] (7)

where the initial condition is \( T(y, t = 0) = T_0 \) and the two closure boundary conditions are

\[ -k \frac{\partial T(y = 0, t)}{\partial y} = q - h(T_w - T_g) \quad 0 < t < t_u \] (8)

\[ -k \frac{\partial T(y = 0, t)}{\partial y} = q - h(T_w - T_g) \quad t > t_u \] (9)

For the special case of \( T_0 = T_g \), the Carslaw and Jaeger [30] solution can be rewritten for the two phases of heating during a single transient test as,

\[ h \frac{T_w - T_0}{q} = 1 - e^{h^2 t_u / k} \text{erfc} \left( \frac{h \sqrt{t}}{k} \right) \quad 0 < t < t_u \] (10)

\[ h \frac{T_w - T_0}{q} = e^{h^2 t_u / k} \text{erfc} \left( \frac{h \sqrt{t}}{k} \right) + (1 - \varepsilon) e^{h^2 (t - t_u) / k} \text{erfc} \left( \frac{h \sqrt{t - t_u}}{k} \right) \quad t > t_u \] (11)

For the same wall temperature at two time instances, \( t_1 \) and \( t_2 \), Equations (10) and (11) can be equated to each other (Equation (12)), where the only unknown to be found is \( h \).

\[ 1 - e^{h^2 t_1 / k} \text{erfc} \left( \frac{h \sqrt{t_1}}{k} \right) = e^{h^2 t_2 / k} \text{erfc} \left( \frac{h \sqrt{t_2}}{k} \right) + (1 - \varepsilon) e^{h^2 (t_2 - t_1) / k} \text{erfc} \left( \frac{h \sqrt{t_2 - t_u}}{k} \right) \] (12)
As inferred from Equation (11), $h$ can be determined with the knowledge of $t_1$, $t_u$, $t_2$ and $\varepsilon$.

Note: There was a discussion published in ASME’s Journal of Heat Transfer [31], where the authors in [31] presented a proof that the equations derived by Wolfersdorf et al. [29] for $t > t_u$ was incorrect. However, the original authors [29] refuted their [31] claims and established that the originally presented equations were accurate. No further discussion was found. Hence the reader can use Equation (13) for heat transfer coefficient calculations.

3.1.7. Transient LCT Using Time-Varying Surface Heat Flux for Local $h$ and $\eta$ Determination

Vogel et al. [32] presented a novel transient heater foil technique involving liquid crystal to determine both $h$ and $\eta$. The heat diffusion equation, initial condition and boundary conditions were similar to that of Wolfersdorf et al. [29], except that the surface boundary condition was changed to include the effects of the coolant injection by introducing a normalized temperature $\eta$. An expression for wall temperature evolution was derived and a regression technique was used to determine $h$ and $\eta$ with the knowledge of applied heat flux ($q$). For details, see [32].

3.1.8. Transient LCT Using Time-Varying Surface Heat Flux for Local $h$ Determination

Recently, Schmid et al. [33] presented a novel transient surface heat flux method used in conjunction with LC to determine the local $h$ for a single jet impingement configuration. A time-varying surface heat flux technique was adopted. The governing equation for heat diffusion into the PMMA solid, initial condition and boundary conditions were the same as presented in Equations (7)–(9). Solid temperature evolution with time at any location in the thickness was derived in Laplace space and applying inverse Laplace transformation to obtain

$$T(z,t) - T_0 = -\gamma (T_0 - T_g) \left[ \text{erfc}(a) - e^b \text{erfc}(a + c) \right] + \frac{q_0}{k\alpha} \left[ \frac{\alpha}{(-h/k)} e^b \text{erfc}(a + c) - \frac{\alpha}{(-h/k)} \sum_{r=0}^{2} (-2c)^r r! \text{erfc}(a) \right]$$

(13)

where $\gamma$ was $(T_{aw} - T_r)/(T_g - T_0)$, which took care of the jet entrainment effect. Here $T_r$ was the jet recovery temperature. Further, $a = z/2\sqrt{\alpha t}$, $b = (hz/k) + \alpha t(h/k)^2$, $c = h/k\sqrt{\alpha t}$ and $z$ is the direction of heat diffusion into the solid. This technique also yields the local convective heat transfer coefficient and addresses an important aspect in impingement heat transfer studies through transient experiments, i.e., the effect of jet entrainment on the choice of the reference fluid temperature. In the steady-state experiments carried out by Goldstein and Behbahani [34], adiabatic wall temperature was used and this method was adopted by many others under similar experimental settings. Using adiabatic wall temperature as a reference fluid temperature provides consistency to the reported $h$ while in short duration transient experiments there is always a debate on the reference fluid temperature choice, particularly so for jet impingement, where typically the jet total temperature is used. However, this choice does not necessary bring out the true driving temperature potential particularly in the wall jet region for a single jet case or between two adjacent jets in array jet impingement systems. For a comprehensive discussion on adiabatic wall temperature and its benefits, the reader is referred to Moffat [35].

3.2. Recent Advancements in Liquid Crystal Thermography-Based Measurement Techniques

The experimental methods detailed above are conventional and are used widely to date. However, there are certain limitations of liquid crystals in terms of its sensitivity towards the camera viewing angle, calibration, aging, one-dimensional semi-infinite assumption, etc. This sub-section provides an account of some of the recent efforts where
these effects were investigated as well as novel methods involving LCT that recently have been developed.

**Triple layer of liquid crystals:** Terzis et al. [36] employed three subsequent layers of thermochromic liquid crystals for enhanced accuracy in the determination of the heat transfer coefficient in a single row of impinging jets.

Jet impingement configurations tend to result in very high and very low heat transfer zones on the target wall and using a single layer of liquid crystal with one time–temperature event used for calculation of the heat transfer coefficient in turn results in very short or very long time values for certain pixels to reach a reference wall temperature. For instance, a pixel at the jet stagnation point will take significantly less time to reach a certain wall temperature as compared to a pixel in the wall jet region or mid-point between two adjacent jets. The authors in [36] demonstrated that triple-layer liquid crystals allow the flexibility to calculate three values of the heat transfer coefficient for each pixel since three time–temperature pair information is available by calibrating the peak green intensity with the thermocouple-measured wall temperature. They also cautioned about accounting for the thickness of the liquid crystals to avoid significantly underestimating the heat transfer coefficient values. More details about the effects of LC coating thickness as well as the black paint coating thickness can be found in [37].

**On the consideration of lateral conduction in conventional 1-d semi-infinite modeling:** The LC-based techniques mentioned above essentially rely on the assumption that the heat diffusion in the solid is strictly one dimensional for short-duration experiments. Such assumptions work well for some special scenarios, such as flow over a flat plate, or cases where large gradients in true \( h \) does not exist. However, in most cases involving enhanced heat transfer, there exists strong gradients in local \( h \) and hence ignoring lateral conduction effects may lead to erroneous results. Some of the earlier investigations on evaluating the difference in \( h \) for jet impingement systems when lateral conduction effects were accounted for were carried out by [38,39]. More recently, Brack et al. [40] investigated the validity of this assumption for a test case of flow over a flat plate featuring a Vortex Generator. The authors carried out both transient infrared thermography and transient LCT experiments to compare the \( h \) values obtained via the 1-D semi-infinite conduction modeling as well as 3-D conduction modeling. It was found that IR- and LC-based techniques agreed well with each other, and that \( h \) through 1-D assumption was consistently higher than that obtained through 3-D modeling for three points investigated downstream of the Vortex Generator. In a follow-up work [41], the authors carried out a theoretical analysis to quantity the local differences in \( h \) values obtained through the above two approaches for an array of impinging jets out of many other test cases. In their study, the difference in \( h \) was negligible in the stagnation region; however, in low heat transfer zones between adjacent jets, the \( h \) values obtained through a 1-D assumption was about 10% higher than that obtained through 3-D modeling. Further, at the stagnation region, \( h \) obtained through 3-D modeling was slightly higher than that obtained through 1-D modeling. Ahmed et al. [42] investigated the differences between \( h \) through above two conduction modeling approaches and found that the \( h \) obtained through 3-D modeling was consistently higher than that obtained through 1-D. In their study, the \( h \)-guess method prescribed in [38] was employed and the results were presented for a single row of jets with mostly high heat transfer zones as opposed to the case of [41], where special emphasis was provided to the low heat transfer zones surrounding the stagnation region. Clearly, more research needs to be carried out to explore the aspect of modeling 3-D heat diffusion for more accurate determination of the local heat transfer coefficients.

**\( h \) determination on 3D geometries:** In enhanced heat transfer research, installation of extended surfaces on a flat surface is a common method to increase the local heat transfer. For example, in the case of flow through a square duct, periodical placement of rib turbulators enhances the heat transfer between two adjacent ribs due to a separation--reattachment mechanism. LCT is typically employed to measure the local \( h \) between two ribs where the surface of interest is essentially smooth and flat. However, the heat transfer
levels at the rib surface itself is several folds higher than that accomplished in its pitches. LCT with 1-D semi-infinite conduction modeling has the limitation that it can be employed to measure the local heat transfer at the rib surfaces, since it will violate the assumption of strictly 1-D heat diffusion. Such studies where rib surfaces are excluded in the reporting of pitch-averaged Nusselt number result in significant under-reporting of the actual $h$. Such a problem does not exist in the traditional copper-block heater experiments that capture heat transfer occurring at the rib surface; it also is inclusive of the conjugate effects of extended surfaces. Although the aim of the LCT–1D approach is to capture the local $h$ not including the conjugate effects, it is not capable of capturing the same at the rib surfaces. To address this limitation, a recent study by Ryley et al. [43] from the University of Oxford demonstrates a combined approach of LCT and Finite Element Analysis to capture the local $h$ at the 45-degree inclined rib turbulators. The above technique is of the nature of post-processing of the liquid crystal color change time-history, where it is used a reference or true wall temperature evolution with time, and a subsequent iterative Finite Element Analysis (FEA) approach is employed to guess the true $h$ responsible for such a local wall temperature time evolution that has reduced the effects of lateral conduction. A corner correction approach was presented earlier by Jiang et al. [44] where errors incurred due to 1-D semi-infinite conduction modeling on sharp corner geometries was elaborated as well as a corrective measure was prescribed.

**On the reference fluid temperature in internal flow configurations:** The local heat transfer coefficient is defined as $h = q'' / (T_w - T_{ref})$, where $T_{ref}$ is the reference fluid temperature that is driving the wall temperature evolution in a typical transient LC experiment with either step heating/cooling of air as the working fluid. A general practice in such flow scenarios is to use the local bulk fluid temperature as the $T_{ref}$, since the fluid temperature continuously changes with local streamwise location due to the heat exchange with the duct enclosure walls. In a sufficiently long duct featuring periodically arranged rib turbulators on two opposite walls, the fluid temperature can significantly change from its inlet value, as well as its evolution with time at two streamwise locations far apart from each other can be very different. To this end, typically, a linear interpolation method is adopted [22] to obtain the local bulk fluid temperature at different streamwise locations. In most cases with shorter duct lengths, this method yields in acceptable $T_{ref}$, with minimal impact on $h$ determination; however, linear interpolation of fluid temperature in the case of a convective-type boundary condition and 1-D semi-infinite conduction modeling, by definition, is not appropriate. Such an interpolation scheme for local $T_{ref}$ is applicable when the walls of the enclosure are subjected to a constant heat flux boundary condition. For details on the control volume-based energy balance approach, see [45]. Chyu et al. [46] presented four different methods for the determination of the local reference fluid temperature, where it was shown that significant differences in $h$ can be observed with different choices. Although the differential volume-based energy balance approach presented in [46] is better than simple linear interpolation of the bulk fluid temperature between two distant locations, these methods are still based on point measurements by thermocouples. Usually, one thermocouple is installed at the channel centerline and that measurement is assumed to be constant in the plane orthogonal to the mainstream flow at that streamwise location. However, the above assumption is not necessarily true since a fluid temperature closer to the walls is very different when compared to the channel centerline temperature. This issue has been addressed in the following sub-section.

**On the validity of point-based local fluid temperature as bulk (or reference) fluid temperature:** Jenkins et al. [47] measured local fluid temperatures at different locations in a high aspect ratio (4:1) two-pass channel featuring 45-degree rib turbulators and performed calculations to obtain a full-sweep of the local fluid temperature at different planes in the two-pass channel. An array of 4 x 4 thermocouples was installed in one quarter of a plane and the entire time history of the temperatures were recorded as raw data for post-processing. The authors found that the centerline measured temperature and the reference temperature obtained by full-sweep yield in nearly similar heat transfer coefficients in the
first passage, where the flow is well mixed and fully-periodic conditions, were achieved. However, due to the 180-degree bend, the flow in the return passage is extremely skewed towards the outer wall of the channel, leading to a highly non-uniform fluid temperature distribution. However, considering the definition of a bulk fluid temperature, one needs to have complete information on the local fluid velocity as well as the local fluid temperature in the entire plane to obtain a more realistic bulk temperature. In [47], although efforts were made to better capture the local fluid temperature variation, it was not coupled with the experimental measurement of local flow velocities, hence the determined reference temperature was still under the assumption that the local fluid temperature was constant on the plane, which is not true. The above factor becomes even more dominant post the 180-bend, and more experimental–numerical studies are recommended to capture the true reference fluid temperature, particularly in the bend and post-bend regions in typical two-passage cooling channels.

On the validity of intercomparison of $h$ obtained through transient LC experiments and steady-state computations: In recent years, there has been a surge in Reynolds Averaged Navier–Stokes (RANS)-based computations to predict the flow-field and wall heat transfer, where validation studies were carried out using $h$ obtained from transient LC experiments [48–52]. Now, usually the RANS-based computational studies are carried out under steady-state conditions with either a constant wall heat flux or constant wall temperature-type boundary condition, while the LC transient experiments have a convection-type boundary condition. To this end, Axtmann et al. [53] carried out an experimental and numerical investigation for determining the local heat transfer coefficient for a staggered array of cylindrical pin fins. The authors in [53] used the non-dimensional temperature (Equation (14)) prescribed by [47] to evaluate the comparability of the steady-state computations with transient experiments.

$$\Theta = \frac{T_{\text{local}}(t) - T_{\text{out}}(t)}{T_{\text{in}}(t) - T_{\text{out}}(t)}$$  \hspace{1cm} (14)

The streamwise variation in $\Theta$ at different time instances, when compared with a similar analysis from computations, indicated that, firstly, the transient experiment was quasi-steady in nature since the $\Theta$ versus streamwise location trend was time invariant, and this trend was in very close agreement with that of the computationally predicted $\Theta$. Through the above argument, the authors in [53] justified that RANS-based steady-state computations can be used in conjunction with transient LC experiments to better understand the flow and thermal transport.

All the above aspects and techniques are essentially based on step heating or cooling of the air and subsequently routed through the fluid domain, driving the wall temperature to cross the liquid crystal color play band, from where suitable methods are employed to determine $h$ and $\eta$. However, there are scenarios in which achieving a proper step change in the fluid temperature through mesh heaters or thermal reservoirs is not that straightforward; for example, in high mass-flow rate flows. One way to work around this challenge is to adopt a steady-state copper foil heating experiment where wall temperature is still measured by liquid crystal color change processing, and the heat energy is simply used to create a temperature differential between the local wall and fluid temperature. For example, in [54], the authors investigated the local heat transfer characteristics of different rib shapes at very high Reynolds numbers, varying between 100,000 and 500,000. In such experiments, local heat transfer coefficients can be obtained by known wall heat flux, wall temperature and point measurement of fluid temperature; however, steady-state in nature. There are some other novel approaches where transient methods were demonstrated where wall heating was adopted to solve the problem of step heating a large mass flux of air.

4. Recent Studies Involving Liquid Crystals

This section presents some recent investigations where liquid crystal thermography was employed for detailed measurements of $h$ and $\eta$. There have been numerous studies...
involving LCT, but our focus is to showcase studies from the past five-year period (2016–present).

4.1. Rib Turbulators

Liu et al. [55] investigated perforated rib turbulators in a rectangular channel where a steady-state technique was employed, and LC was used to measure the local surface temperature. A sample Nusselt number contour is shown in Figure 5, where it can be seen that the contours are not as sharp as the ones obtained with the transient LC technique, as observed by several researchers in the past [56–58]. A similar contour quality as in Figure 5 was observed by Zhang et al. [54], where the local Nusselt numbers were determined for very high Reynolds numbers for five different rib shapes. The steady-state methodology adopted by Kaeewchoothong et al. [59], where the contribution of convection, radiation and, most importantly, conduction losses were removed from the total heat input, resulted in the local heat transfer characteristics being sharper and hence bringing forth the local differences between the different rib shapes. Steady-state heat transfer techniques have strong potential to be developed further since they are also associated with lower overall uncertainties as compared to transient LC techniques.

![Figure 5. Local Nusselt number contours for perforated rib turbulators [55]. Figure reprinted from an open source.](image)

Truncated prismatic ribs’ heat transfer characteristics using LCT was presented by Sharma et al. [60] under transient conditions. The local heat transfer contours were random in nature and not particularly representative of the true fluid phenomena peculiar to the exotic rib shapes investigated in [60]. Multi-passage configurations featuring rib turbulators through transient LC technique was carried out by Guo et al. [61]. Miniaturized W-shaped ribs occupying the entire channel span for a three-passage configuration was investigated by Rao et al. [62].

Criss-cross ribs were investigated by Singh et al. [50], where the ribs were installed in an inline and staggered configuration in a straight duct with a unity aspect ratio, typically found in the mid-chord region of a gas turbine blade. Nusselt number ratios were found to vary between 3.1 to 2.7 for Reynolds number ranging from 30,000 to 60,000 and inline and staggered configurations performed similar to each other. Liou et al. [63] investigated novel wing-shaped turbulators (Figure 6) in a typical two-passage configuration. The authors provided a correlation for the Nusselt number ratio as a function of Reynolds number and pitch-to-channel hydraulic diameter ratio (p/d).
Promvonge [64] used LCT to present local heat transfer coefficients for arc-shaped baffle turbulators. Eiamsa-ard and Chuwattanakul [65] investigated the local heat transfer characteristics of inclined and transverse twisted-baffles using LC. A maximum thermal hydraulic performance of 1.98 was observed and the local heat transfer behavior of different configurations was presented. The above studies were focused on a particular concept of rib turbulators where channels representative of that found in gas turbine blades were used. However, liquid crystal thermography can be used in even more complex fluid domains, such as the one where an entire blade with different cooling concepts, such as jet impingement, ribs and pin fins, are installed as heat transfer enhancement agents. One such study was recently carried out by Shiau et al. [66] from Texas A&M University, where a three-passage configuration with 45° rib turbulators and a trailing edge passage with both ribs and pin-fins was tested. The two 180° bends were flat and U-shaped, and provisions were provided for blade-tip leakage flows as well. Local heat transfer coefficients were presented on both the pressure and suction side internal surfaces. Such studies provide valuable insights into a more realistic cooling performance of concepts when put together, with local wall temperatures one can expect in an actual gas turbine blade by scaling the laboratory condition results.

The above studies were stationary in nature; however, an actual gas turbine blades undergo high speed rotation as well. There have been several experimental studies in the past where local heat transfer coefficients were determined on the pressure and suction side internal surfaces when subjected to rotation. Under rotating conditions, a combination of Coriolis and centrifugal buoyancy forces modify the local heat transfer characteristics of cooling channels compared to that observed under non-rotating conditions. Knowledge of the local heat transfer coefficients under rotating conditions becomes imperative since the rotation-induced forces not only influence the global cooling levels but also the local heat transfer behavior. To this end, TLC has been used traditionally under rotating conditions in the 1990s till now. In this area, there has been significant advancements in the quality of high-resolution 2D heat transfer distribution.

Singh et al. [48] carried out transient LC experiments under both stationary and rotating conditions for two-pass smooth and V-rib channels for a wide range of flow Reynolds number. For the highest rotation number, the actual rotational speed was 700 RPM. In these experiments, the CCD camera was mounted on top of the cooling channel and was spun along with it. It can be seen that high-resolution data under such complex conditions (high speed rotation) provides valuable insights into the local changes in heat transfer on the pressure and suction sides (Figure 7). For a more detailed review on rotating heat transfer studies involving liquid crystals, the reader is referred to Ekkad and Singh [67].
Jet impingement is a widely explored topic and TLC’s have provided valuable insights into the local heat transfer behavior at the target wall. A detailed review on the jet impingement technology and its state-of-the-art can be found in [68]. In this section, we have presented some recent investigations on jet impingement employing TLC. Chen et al. [69] used multiple liquid crystal color sprays to determine the local heat transfer of impinging jets for three different crossflow schemes. It was shown that multiple TLC case yield similar heat transfer levels as compared to a single TLC case. Chen et al. [70] employed transient liquid crystal thermography for jet impingement onto target surface featuring micro-roughness elements. However, as discussed earlier, geometries with sharp corners when modeled as one-dimensional semi-infinite solids can lead to an erroneous local \( h \) distribution. In another study by Chen et al. [71] recently reported the local heat transfer characteristics of a target plate featuring small-height, interconnected V-shaped turbulators, where the jet footprint was at the junction of two adjacent rib turbulators. Effects of spray coating thickness in comparison to rib height was also discussed. Brakmann et al. [72] investigated impingement heat transfer enhancements when detached ribs were mounted on the target wall. Note that in the above studies [69–72], where the target surface features roughness elements, there is a general consensus that roughening the target wall does not necessarily improve the local convective heat transfer coefficient. On the contrary, Singh et al. [73] demonstrated that the heat transfer coefficient actually reduces when the target surface is roughened by micro elements; however, the increase in wetted surface area supersedes this reduction and the overall heat transfer (hA) is enhanced. However, the authors in [73] reported on global heat transfer, including the conjugate effects of the extended surface as well as the endwall (remaining portion of target wall) through steady-state constant heat flux experiments on metal plates. In studies employing liquid crystal thermography with solids modeled as a one-dimensional semi-infinite medium, such conjugate effects cannot be determined.

Rao et al. [74] employed pin fins and effusion holes on the target plate and carried out LC experiments along with computations to understand the heat transfer enhancement mechanisms due to fluid domain modifications.

Another recent study by Madhavan et al. [57] demonstrated the effectiveness of U-shaped crossflow diverters in their effectiveness in preserving the jet effectiveness of rows closer to the exit in a maximum crossflow situation. The authors reported a 9–15% enhancement in global \( h \) at the same pumping power with the target featuring U-shaped diverters as compared to the case without it.

Apart from target surface modification, there are some other techniques that are employed to enhance the impingement heat transfer. Wang et al. [75] employed transient
liquid crystal thermography for leading edge impingement configuration subjected to normal and tangential jets. Measurements of internal wall temperature were carried out at two viewing angles, 45° and 90°, relative to the target plate. Tangential injection of coolant had a swirl-type heat transfer enhancement mechanism. Recently, Galeana and Beyene [76] used TLC to measure the local convective heat transfer coefficient in a swirl chamber representative of a blade leading-edge cavity. The crossflow-induced swirl concept originally presented by Pamula et al. [77] was explored by Yang et al. [78] under rotating conditions. A series of impingement effusion cooling studies was recently reported in [79,80].

4.3. Pin Fins

Pin fins are typically used for trailing-edge cooling, which has severe space constraints. The trailing-edge region allows a variable cross-section flow path to the incoming coolant, and the pin fins are typically arranged in an inline or staggered formation where the two ends of the pin fins join the pressure and suction sides to offer mechanical strength as well. Pin fin heat transfer has been explored by several researchers in the past through thermocouple [81,82], mass transfer techniques [83] and liquid crystals [84,85]. The above studies were carried out prior to 2000. More recently, with the advancements in instrumentation, TLC experiments have also been carried out under rotating conditions, e.g., [86–88]. For a more detailed review on TLC implementation under rotating conditions, see [67].

Some recent investigations into trailing-edge pin fin cooling include Liang et al. [89], where different pin fins were arranged in a wedge-shaped channel in a staggered form. The coolant ejection was on the lateral end similar to the typical trailing edge cooling design in gas turbine blades. Figure 8 shows a normalized Nusselt number distribution for different pin fin shapes, where high-resolution local heat transfer data were presented. Through these contours, one can visualize the highly localized cooling behavior and designers can modify the relative arrangements on pin fins to get the desired overall cooling as well as local blade temperature.

![Figure 8. Normalized local Nusselt number ratio at Re = 80,000 [89]. Reprinted with permission: License number 5177210455931.](image)

4.4. Endwall Heat Transfer and Blade Film Cooling

Liquid crystal thermography has been used extensively in external flow studies as well. We have grouped endwall and film cooling together since they essentially fall in the hot gas path, and both endwall and blade outer skin are often cooled by an array of film holes through coolant injection. Most of the studies on endwalls have been focused on measurement of local heat transfer coefficients and ways to reduce the heat transfer since it is subjected to hot gases.
Recently, Hussain et al. [90] presented a novel flow control concept to alter the boundary layer flows around an airfoil through vortex structure modification. Local Nusselt numbers were calculated by measuring the local wall temperatures using steady-state liquid crystal thermography.

Ratto et al. [91] also used steady-state liquid crystal thermography to measure the local heat transfer characteristics and also accounted for the lateral conduction effects. Liu et al. [92] investigated the modified endwall heat transfer at a model outlet guide vane when a pocket cavity was placed slightly upstream, with the help of a steady-state LC technique. Prior to the above study [93], the authors replaced the outlet guide vane with a bluff body (circular cylinder) with a pocket cavity upstream and measured the local heat transfer coefficient around it [94]. Tamunobere and Acharya [95] carried out transient LC experiments to measure turbine shroud heat transfer and film cooling under rotating conditions.

The above studies were based on the steady-state LC technique. The following paragraph documents the transient LC technique used for endwall heat transfer. Liu et al. [95] employed the transient LC technique to measure the local heat transfer coefficient in the endwall region between two airfoils where the coolant presence was also maintained via an array of film holes (Figure 9). Hayes et al. [96] employed a transient LC technique to determine both \( h \) and \( \eta \) for novel anti-vortex film holes at varying blowing ratios (Figure 10).

![Figure 9](image-url)

**Figure 9.** Local heat transfer coefficient in presence of film holes [95]. Reprinted with permission: License number 5177210786902.

![Figure 10](image-url)

**Figure 10.** Local adiabatic film cooling effectiveness measured by a transient LC technique [96], (a) \( h \), (b) \( \eta \). Reprinted with permission: License number 5177211004715.
The results were compared against the originally presented anti-vortex hole film cooling performance through infrared thermography by Dhungel et al. [97]. The authors in [96] also presented the net heat flux reduction resulting from the installation of the anti-vortex holes with the knowledge of both $h$ and $\eta$. Some other recent investigations employing the transient LC technique for $h$ and $\eta$ calculations include [98–100].

5. Concluding Remarks

This paper presents a review of the measurement techniques based on liquid crystal thermography for gas turbine heat transfer applications. A critical analysis of different methods is presented as well as some new studies on technique advancements. The transient techniques developed in the 1990s based on the analytical expressions of heat conduction, originally derived by Carslaw and Jaeger [30] and with inclusion of Duhamel's superposition, are still widely used in almost the same manner. With the advancements in instrumentation, such as high spatial and temporal resolution CCD cameras and fast-response thermocouples, the quality of 2-D heat transfer data has most certainly improved over the years. Overall, LCT continues to be used as a robust method for high-resolution 2-D heat transfer measurements in gas turbine applications and is also being adopted in other general heat transfer areas as well.
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