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Abstract: Recent advancements in electron detectors and computing power have revolutionized the rapid recording of millions of 2D diffraction patterns across a grid of probe positions, known as four-dimensional scanning transmission electron microscopy (4D-STEM). These datasets serve as the foundation for innovative STEM imaging techniques like integrated center of mass (iCOM) and symmetry STEM (S-STEM). This paper delves into the application of 4D-STEM datasets for diffraction analysis. We therefore use the term scanning electron diffraction (SED) instead of 4D-STEM in this review. We comprehensively explore groundbreaking diffraction methods based on SED, structured into two main segments: (i) utilizing an atomic-scale electron probe and (ii) employing a nanoscale electron probe. Achieving an atomic-scale electron probe necessitates a significant convergence angle ($\alpha > 30$ mrad), leading to interference between direct and diffracted beams, distinguishing it from its nanoscale counterpart. Additionally, integrating machine learning approaches with SED experiments holds promise in various directions, as discussed in this review. Our aim is to equip materials scientists with valuable insights for characterizing atomic structures using cutting-edge SED techniques.
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1. Introduction

Cowley initially explored scanning electron nanodiffraction (SEND) [1], a method that captures electron diffraction data for each position scanned by the electron probe. However, this technique did not gain widespread adoption mainly due to the recording of diffraction patterns using taped videos, resulting in low-quality data. Analyzing information from these taped videos also posed significant challenges. In recent years, there has been a renewed interest in the same method, now referred to as four-dimensional scanning transmission electron microscopy (4D-STEM) [2,3], driven by advancements in electron detectors [4–8] and enhanced computational capabilities. The nomenclature 4D-STEM stems from its collection of a four-dimensional (4D) diffraction dataset, namely, the electron diffraction pattern in momentum space ($k_x, k_y$) for each probe position in real space ($x, y$) (see Figure 1).

Currently, 4D-STEM is paving the way for innovative STEM imaging techniques and position-dependent diffraction methods. Within this single dataset, diverse STEM images such as bright field (BF), annular bright field (ABF), medium-angle annular dark field (MAADF), and high-angle annular dark field (HAADF) can be reconstructed [9]. Novel atomic-scale imaging techniques, including integrated center of mass (iCOM) [10,11] and symmetry STEM (S-STEM) [12], are introduced based on this dataset, revealing concealed atomic-scale information such as electric field, electron charge density, and local symmetry. Emphasizing raw data for STEM image construction, the term “4D-STEM dataset” reflects its primary role. Apart from serving as the basis for image construction, the diffraction patterns within 4D-STEM datasets also contain local crystallographic information. Thus, interpreting these patterns is equally crucial. In this review, we focus on interpreting...
diffraction patterns within the 4D-STEM dataset. We therefore use the term scanning electron diffraction (SED) instead of 4D-STEM in this review. The interpretation of diffraction patterns differs significantly based on the electron probe utilized, whether atomic scale or nanoscale. Raw data from atomic-scale electron probes present challenges for direct interpretation [13,14], requiring post-processing like position averaging or the integration of deep learning methods to extract structural information. Meanwhile, raw data from nanoscale electron probes contain interpretable structural information. Each diffraction pattern in the SED dataset corresponds to patterns obtained via conventional electron diffraction techniques, nanobeam electron diffraction (NED) and convergent beam electron diffraction (CBED), to be further discussed in Section 3.
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**Figure 1.** Schematic representation of scanning electron diffraction (SED), also known as four-dimensional scanning electron microscopy (4D-STEM). SED captures electron diffraction data for every position scanned by the electron probe. The gray points on the specimen mark the position of electron probe, with the arrow showing its movement.

The initial groundbreaking shift in recording electron diffraction patterns involves using a charge-coupled device (CCD) with digital readout in conjunction with a scintillator. Some pioneering groups began developing SED techniques with CCD, utilizing dedicated hardware to synchronize scanning and diffraction patterns [15] or implementing computer control for both TEM and CCD cameras [16]. However, CCD has limitations that hinder the widespread adoption of SED techniques, such as limited readout speed and dynamic range. The true leap in SED technologies is credited to the emergence of novel electron detectors: the monolithic active pixel sensor (APS) [6] and the hybrid pixel array detector (PAD) [5]. APS, composed of CMOS chips with a sensitive doped epitaxial layer, generates low-energy electrons as high-energy electrons pass through. These diffuse toward sensor diodes for correction and readout using CMOS electronics. This detector requires a low electron dose due to high-density electrons hindering individual electron strike localization, enabling single electron counting and fast readout speed but with a relatively low dynamic range [6]. PAD, an array of photodiodes bump-bonded to application-specific integrated circuits, employs high-gain integration and counting circuitry in each pixel, providing single electron counting, high dynamic range, and fast readout speeds [5]. Although suitable for most 4D-STEM experiments, PAD faces challenges in pixel integration, resulting in a low number of pixels. Notable commercially available APSs include Gatan K2 (or K3) and Direct Electron DE-16 (or DE-64) [8], while available PADs encompass Thermo Scientific EMPAD [7] and Dectris QUADRO.

Enhanced computational capabilities, marked by increased processing speeds and the evolution of open libraries, are bolstering the popularity of SED technologies alongside advancements in electron detectors. Individual SED datasets, each several hundred
gigabytes in size, pose impractical processing challenges without robust computational resources. Noteworthy Python libraries like HyperSpy, pyXem, LiberTEM, Pycrography, and py4DSTEM play a crucial role in dataset management [2]. The SED datasets, with intricate diffraction patterns and substantial size, conceal structural information. Accordingly, progress in machine learning accelerates the application of SED datasets for atomic- and nanoscale structural analysis [17]. Linear dimensionality reduction (DR) techniques like principal component analysis (PCA), independent component analysis (ICA), and non-negative matrix factorization (NMF) have been applied to analyze SED data. These techniques decompose a data matrix into a linear combination of loading vectors, each with different constraints in the decomposition process. However, limitations arise when dealing with nonlinear and complex data, where the raw data cannot be accurately described by a linear combination of components. In such cases, more sophisticated deep learning techniques, including supervised methods like artificial neural networks (ANNs), convolutional neural networks (CNNs) and generative adversarial networks (GANs), as well as unsupervised approaches employing autoencoders, have been embraced to unveil these intricate characteristics. This review will also explore various applications of dimensionality reduction and deep learning techniques in decoding SED datasets.

The size of the electron probe is influenced by four key factors: the diffraction limit, spherical aberration, chromatic aberration, and effective source size [18]. In Figure 2a, these factors are illustrated in relation to the convergence angle of the electron probe, highlighting the existence of an optimal convergence angle for each electron microscope to achieve the smallest electron probe. Crucially, the radius of the electron probe is inversely proportional to the convergence angle at low angles due to the diffraction limit. A convergence angle of a few milliradians result in a nanoscale electron probe, whereas that of thirty-to-forty milliradians is required for achieving an atomic-scale electron probe. The convergence angle also determines the radius of diffraction spots in momentum space, as illustrated in Figure 2b. In the case of a finite convergence angle, diffraction spots transform into diffraction disks, encapsulating a wealth of structural information. This electron diffraction technique with a finite convergence angle is termed CBED. For atomic-scale electron probes, overlapping CBED disks are unavoidable due to the necessity of a large convergence angle for achieving small electron probes. The interference patterns in the overlapped region, influenced by lens aberrations and electron multiple scattering, are complex, making the extraction of local crystallographic information from raw atomic-scale CBED patterns nearly impractical [14]. However, the interpretation of these patterns garners significant attention due to their highest spatial resolution among diffraction techniques, and a few methods have been proposed to extract novel information from these datasets, which will be discussed in the following chapter.
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**Figure 2.** Formation of the electron probe and convergence angle ($\alpha$). (a) Impact of diffraction limit, spherical aberration, chromatic aberration, and source size on convergence angle. Each factor has its specific dependency on the convergence angle. (b) Relationship between convergence angle and probe radius. A convergence angle of $\alpha > 30$ is necessary to achieve atomic-scale electron probe.
This review concentrates on extracting local crystallographic information from diffraction patterns in the SED dataset, categorizing analytical methods into two groups: (i) SED utilizing an atomic-scale electron probe and (ii) SED employing a nanoscale electron probe. It is worth noting again that we use the term SED instead of 4D-STEM throughout this article to emphasize the focus on analyzing diffraction patterns within this extensive dataset. The review excludes 4D-STEM-based imaging techniques such as iCOM, S-STEM, ptychography, etc., and interested readers are referred to excellent review articles on these topics. The aim is to introduce diffraction characterization methods to materials scientists unfamiliar with the rich possibilities offered by SED datasets.

2. SED Using an Atomic-Scale Electron Probe

The introduction of spherical aberration correctors has shifted the graph illustrating the impact of spherical aberration to the right (refer to Figure A1 in Appendix A). This shift leads to an increased optimal convergence angle and a probe size extending into sub-angstrom dimensions, fundamentally revolutionizing STEM techniques for achieving atomic-scale imaging and spectroscopies [19,20]. The use of atomic-scale STEM imaging combined with spectroscopies resolves numerous material issues [21–23]. However, the atomic-scale electron probe has not been applied to CBED analysis due to the inevitability of interference in the overlapped CBED region. Overlapped CBED disks are notably affected by lens aberrations and electron multiple scattering [14], making it a formidable task to extract structural information from diffraction patterns.

LeBeau, J. M. et al. introduced the concept of position-averaged CBED (PACBED) [24]. PACBED involves recording CBED pattern while rapidly scanning the atomic-scale probe across the image area. Position averaging eliminates interference between overlapping CBED disks, yet it remarkably preserves critical structural information, including thickness, tilt, local symmetry (octahedral tilt and polarity), and crystal stoichiometry. For example, Hwang, J. et al. demonstrated the determination of octahedral tilt patterns and angles in ultrathin LaNiO
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thin films using PACBED [25] (Figure 3a). Furthermore, C. Ophus et al. showcased SED-based PACBED [26] (Figure 3b). They acquired an SED dataset using an atomic-scale electron probe and averaged raw CBED patterns through post-processing. From the post-processed PACBED, they determined the local composition in a LaMnO
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superlattice. Their work further demonstrates that interference between overlapping disks is effectively eliminated by averaging the diffraction patterns within the unit cell area.

PACBED analysis traditionally involves comparing experimental patterns with a library of simulated patterns to find the best match, a process that typically relies on human judgment or least square fitting, making it subjective and time consuming. However, deep learning has revolutionized PACBED analysis, enabling automatic assessments without human intervention. Xu, W. and LeBeau, J. M. demonstrated the capability of CNN to automatically analyze PACBED, incorporating parameters such as zero-order disk size, center position, rotation, and sample details like thickness and tilt [27]. Recently, Kim, Y. H. et al. utilized a hybrid deep CNN, combining supervised and unsupervised components, to analyze SED-based PACBED patterns in polycrystalline Hf
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films [28] (Figure 3c). Their study highlighted that deep learning can effectively extract crystallographic information from PACBED patterns, even though the patterns are averaged over a small area of only 2 nm
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. Zheng, C. et al. showed that averaging CBED patterns near each atomic column still retains structural information [29] (Figure 3d). They illustrated the determination of Sr column thickness in SrTiO
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using atomic-column-sensitive PACBED, integrating the deep learning CNN method. It is important to note that the electron beam propagates not only along a single atomic column where it is positioned but also along multiple nearby columns. Nonetheless, the primary diffraction contribution typically arises from the atomic column where the electron beam is located, thereby offering valuable structural insights. Atomic-column-sensitive PACBED based on SED holds promise for discerning
specific structural details at the atomic column level, such as octahedral tilt and local misorientation. Additionally, this technique may offer a means to detect the type and location of point defects like vacancies. Point defects and associated local distortions can disrupt the electron propagation path, resulting in distinctive scattering distributions in atomic-column-sensitive PACBED patterns. Notably, demonstrating point defect detection in SED-based PACBED must overcome practical challenges, such as the diffusion of point defects during the electron probe scan.


3. SED Using a Nanoscale Electron Probe

A large convergence angle, leading to a CBED disk overlap, is not necessary for a nanoscale electron probe. To note, a large convergence angle (>30 mrad) is essential to form an atomic-scale electron probe. If CBED disks are not overlapped, the interpretation of diffraction patterns becomes more straightforward. Conventionally, nanoscale electron probe diffractions fall into two categories: NED and CBED. The primary distinction lies in the convergence angle, with CBED having a larger angle than NED. The SED technique with a nanoscale electron probe involves acquiring NED and CBED patterns with probe-position dependence, indicating that the same methodology used to interpret NED and CBED patterns can be applied to analyze the SED dataset [14]. In this chapter, we will not...
differentiate between NED and CBED without disk overlap and will refer to both techniques as NED. SED with a nanoscale electron probe has seen continuous advancements over several decades; previously, CCD cameras are employed for initial SED experiments. Popularity surged with ultrafast electron detectors like APS and PAD. These detectors can capture ten thousand diffraction patterns per second, nearly matching STEM imaging timescales. This advancement not only enhances the spatial resolution and field of view of SED datasets but also offers a way to minimize electron beam damage by reducing the dwell time of the electron probe (total dose).

As an additional note, the precession of the electron beam, involving continuous rotation around a cone of projection angles, has been often employed in NED experiments [30]. Precession offers two key advantages. Firstly, it increases the number of reflections in diffraction patterns, enhancing the number of diffraction spots even when the specimen is not perfectly aligned. This proves beneficial for analyzing polycrystalline materials. Secondly, it reduces dynamical scattering effects, facilitating the application of kinematic theory for interpreting diffraction spot intensities. Consequently, the structural refinement traditionally conducted through X-ray diffraction becomes achievable in electron microscopy with the adoption of a precession electron beam [31]. The precession of the electron beam is also often beneficial in SED across various directions.

SED using a nanoscale electron probe finds direct application in phase and orientation mapping at the nanometer scale. The initial approach involves mapping a specific phase or orientation using a virtual aperture on the SED dataset, akin to the dark-field mode in TEM imaging. The second approach entails mapping phases and orientation by comparing diffraction patterns with a library of simulated ones. The commercially available ASTAR system adopts this approach, incorporating electron beam precession [15]. Here, electron beam precession is adopted to enhance reflections in the diffraction space and reduces dynamical scattering effects to enable a comparison between diffraction patterns and kinematically simulated ones. In addition, ASTAR streamlines the comparison between experimental and simulated diffraction patterns through template matching processes. The third approach integrates machine learning to achieve phase and orientational mapping, encompassing both linear dimensionality reduction (DR) techniques and deep learning methods to analyze SED datasets. Sunde, J. K. et al. demonstrated spatial phase distribution mapping in alloy microstructures using SED datasets with NMF [32] (Figure 4a). Linear DR techniques such as PCA, ICA, and NMF play a critical role when diffraction patterns can be decomposed into a linear combination of representative loading vectors. On another front, Yuan, R. et al. utilized an ANN for crystal orientation mapping in a GaSb thin sample with bending near a crack [33]. The non-linear variations in diffraction patterns make deep learning methods more effective than linear DR techniques for analysis.

Variations in lattice parameters within crystalline materials significantly influence the physical properties of functional materials, making accurate strain measurement a key focus in TEM. Methods such as NED (or CBED), atomic-scale imaging and quantification like geometrical phase analysis (GPA) [34] and peak pairs analysis (PPA) [35], and electron holography [36] have been used to assess strains in TEM. Two approaches are employed to estimate strain using NED: one directly measures the distance between diffraction spots for local lattice parameter estimations [37], and the other utilizes higher-order Laue zone (HOLZ) lines within NED disks [38,39] for the same purpose. In principle, both approaches can be applied to SED experiments. However, while the former has been integrated into SED experiments, the latter is limited in its use in SED experiments. Analyzing HOLZ lines within NED disks offers high precision, but automating the analysis proves challenging due to intricate numerical simulations and complex quantification. For strain measurement using atomic-imaging-based quantification and electron holography, consulting other review papers or books is recommended.

SED-based strain measurements offer the benefit of measuring strains with high spatial resolution and a large field of view. Ozdol, V. B. et al. demonstrates precise strain mapping with 0.1% accuracy and 1 nm lateral resolution over an 1 µm field of view in
GaAs/GaAsP heterostructures, using SED techniques with a Gatan K2 direct camera [40] (Figure 4b). Han, Y. M. et al. achieved 0.3 pm precision in mapping lattice distortions across a few micrometer field-of-view in WSe2/WS2 lateral heterostructures using the EMPAD detector [41] (Figure 4c). They directly observed strain relaxation via dislocations and ripples in 2D laterally epitaxial structures employing this technique. In their study, the resolution of the diffraction space was enhanced by extracting the center of mass position of each NED spot. Grammer, C. et al. showcase the measurement of local stresses and strains during continuous in situ deformation with sub-nanometer precision over a 1 µm field-of-view in aluminum alloy Al 5754 (Al-3 at% Mg) using SED with a Gatan K2 direct detector [42]. They unveiled a notable variation in local stresses associated with dislocations and emphasized a transient state during deformation. Deep learning has furthered the advancement of precise strain mapping. Yuan, R. et al. employed a CNN for SED-based strain mapping in an Intel 14 nm technology Si-based FinFET device, comparing it with results obtained from the circular Hough transform (CHT) method [33]. The strain maps generated by an CNN exhibit smoother patterns compared to those produced by the CHT method. Notably, an CNN effectively captures the effects of additional diffuse diffraction at the interface of two SiGe structures with different thickness, a feature that the CHT method overlooks.

The pattern within CBED disks reveals crystalline material symmetry through dynamic scattering effects. Over time, CBED has been crucial for exploring point groups, space groups, and polarization in nanoscale regions. Applying this technique to SED experiments quantifies symmetry changes as a function of the probe position. Since the 2010s, the Tsuda, K. and Zuo, J. M. groups have analyzed crystal symmetries through SED experiments with scintillator-based CCD cameras. Tsuda’s group observed rhombohedral nanostructures in the tetragonal phase of BaTiO3 [43], spatial distributions of local polarization clusters in the orthorhombic phase of KNbO3 [44], and a unique mirror symmetry along twin boundaries in CaTiO3, diverging from the bulk structure [45]. In parallel studies, Zuo’s group identified 60 ± α degree nanodomains with Cm-like symmetry, significant variations in local polarization directions in Pb(Mg1/3Nb2/3)O3-31PbTiO3 (PMN-31PT) [46], lattice rotation vortices at the ferroelectric domain boundary of Pb(Mg1/3Nb2/3)O3-8PbTiO3 (PMN-8PT) [47], and fluctuations in crystal symmetry within the ferroelectric phase of BaTiO3 [48] (Figure 4d). Even in this context, ultrafast direct detectors offer advantages, enhancing either spatial resolution or field of view compared to scintillator-based CCD cameras.

Amorphous and glassy materials play crucial roles in various technologies, yet their structural analysis poses challenges due to their inherent disorder. While high-resolution transmission electron microscopy (HRTEM) and atomic-scale STEM imaging offer valuable insights into crystalline materials, they fall short in providing structural information for amorphous materials due to overlapping disordered atomic clusters in the projection direction. Electron diffraction offers an alternative for studying these materials. Amorphous materials lack long-range order, leading to the absence of Bragg spots in diffraction patterns. Instead, diffraction patterns display radially symmetric broad rings, termed amorphous halos, indicating the presence of a structure factor and confirming short-range order. Post-processing allows the extraction of the radial distribution function (RDF) or pair distribution function (PDF), reflecting the short-range order of amorphous materials, from electron diffraction patterns [49,50]. X-ray and neutron diffraction patterns can also be utilized to extract RDF in a similar manner, offering the advantage of non-destructive analysis but with limited spatial resolution due to a few-micrometer beam size. Additionally, nanoscale electron diffractions allow the examination of medium-range order [51], angular correlations [52], and strain [53]. SED experiments further enable the examination of spatial variations in amorphous structures at the nanometer scale.
The broad ring patterns in amorphous materials arise from the structure factor of atomic clusters, indicating the preference for specific bond characteristics, representing short-range order. According to kinematic scattering theory, the structure factor can be obtained from the diffraction intensity profile, and the RDF can be derived from the structure factor. RDF extraction relies on kinematic scattering theory, assuming a single scattering event, thus requiring very thin TEM specimens to avoid multiple or dynamical scattering effects in electron diffraction [49]. The post-processing of the diffraction intensity profile yields the total reduced RDF. In elemental amorphous materials, this total reduced RDF corresponds to the real RDF. However, in multi-elemental alloys, the relationship between the total reduced RDF and the real RDF is more complex [49]. Nonetheless, the total reduced RDF is frequently used to analyze short-range order in multi-elemental amorphous materials, offering valuable insights into their structures. Mu, X. et al. demonstrated the feasibility of position-dependent RDF analysis through SED with a nanoscale electron beam for amorphous ZrFe/ZrO2 multilayers [54] (Figure 5a). They also employed this approach to confirm that Cu and Zr tend to induce clustering within the shear band of Zr52.5Cu17.9Ni14.6Al10.1Ti3 metallic glass [55].

In addition to short-range order, amorphous and glassy materials exhibit significant degrees of structural ordering beyond the first few atomic shells, termed medium-range...
order. When atomic clusters deviate from complete randomness, Bragg scattering generates speckles within the amorphous halos. Adjusting the size of the electron probe to match the atomic clusters results in increased variation in diffraction patterns, enabling the determination of the degree of medium-range order [51]. This method, known as fluctuation electron microscopy (FEM), also allows the estimation of the density of atomic clusters with different rotational symmetries, known as the angular correlation function, using the FEM dataset. Im, S. et al. conducted FEM analysis using the SED dataset, revealing diverse forms of local ordering within Zr$_{55}$Co$_{25}$Al$_{20}$ metallic glass [56] (Figure 5b). Their work demonstrates the ability to assess details of local structural heterogeneity at the nanometer to mesoscopic scale. Huang, S. et al. proposed averaging correlations at characteristic angles of rotational symmetry, yielding the symmetry coefficient [57] (Figure 5c). They further demonstrated the mapping of rotational symmetry in Pd$_{77.5}$Cu$_6$Si$_{16.5}$ metallic glass using SED data by reconstructing symmetry coefficients in two dimensions.

Amorphous materials exhibit broad ring patterns in electron diffractions, with the radius determined by a characteristic scattering length. Analogous to crystalline materials, variations in average atomic spacing, termed strain, induce changes in the radius of these amorphous ring patterns. By employing an elliptical fitting method within SED data and generating two-dimensional maps, the radii of the amorphous rings can be reconstructed, revealing the atomic spacing map influenced by local strain. Gammer, C. et al. utilized this approach to map local elastic strains during the in situ tensile deformation of a Cu$_{36}$Zr$_{48}$Al$_8$Ag$_8$ metallic glass [58]. They observed an increase in elastic strain along the tensile direction during loading and noted that the residual elastic strain following fracture gradually diminishes over time.

Numerous functional materials are sensitive to electron beams, precluding atomic-scale imaging and spectroscopies. SED with a nanoscale electron probe presents a solution for examining their atomic structures while mitigating radiation damage. Key to this approach is controlling the dose rate. Various strategies, such as reducing the convergence angle (enlarging the real space probe size), lowering the electron gun current, and defocusing the electron probe, can be employed. Panova, O. et al. mapped the degree of crystallinity and orientation of a polymer sample (50:50 w/w mixture of semicrystalline poly(3-hexylthiophene-2,5-diyl) (P3HT) and amorphous polystyrene (PS)) with a spatial resolution of 20 nm over a field of view of about 1 µm [59] (Figure 5d). Although 20 nm falls short of the high spatial resolution achieved by atomic-scale STEM or HRTEM, it still surpasses the resolution of other imaging techniques. They also characterized the orientation of π-π stacking across a broad field of view in a polymer thin film (poly[2,5-bis(3-tetradecylthiophen-2-yl)thieno[3,2-b]thiophene] (PBTTT)), revealing the coexistence of sharp grain boundaries, overlapping grains, and a liquid crystal-like structure within the polymer [60].

While traditional materials like ceramics, silicon-based semiconductors, and metals have been extensively studied and are typically resistant to electron beam damage, newer materials such as low-dimensional or amorphous semiconductors, quantum materials, perovskite solar cells, and organic–inorganic hybrid materials, currently of interest, tend to be softer and highly sensitive to electron radiation. In this regard, the flexibility to control the dose rate is crucial as it enables the analysis of radiation-sensitive materials. We therefore believe integrating SED with ultrafast electron detectors to characterize radiation-sensitive materials will have a significant impact, potentially leading to breakthroughs that revolutionize upcoming energy and information technologies.
4. Conclusions

The resurgence of interest in SED, also referred to as 4D-STEM in other articles, is propelled by the development of ultrafast electron detectors, advancements in computational power, and the evolution of machine learning algorithms. SED techniques offer versatile approaches for material characterization, depending on the size of the electron probe. With atomic-scale electron probes, SED achieves the highest spatial resolution among diffraction techniques, enabling the analysis of local thickness, symmetry (including octahedral tilt and polarity), and crystal stoichiometry at the unit cell and atomic column levels. Overcoming interference between overlapping CBED disks through position averaging is crucial in SED with atomic-scale probes. On the other hand, nanoscale electron probes enable SED for phase and orientation mapping, strain measurements, symmetry (or polarity) assessments, and the structural analysis of amorphous materials. The ability to control the electron beam dose facilitates the analysis of radiation-sensitive materials at the nanometer scale. Given the large size and complex nature of SED datasets, the adoption of deep learning techniques has consistently proven beneficial across all SED applications. Integrating SED with advanced hardware and artificial intelligence holds promise for establishing robust structure–property relationships, potentially driving groundbreaking discoveries to revolutionize energy and information technologies.
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Appendix A

Figure A1. Impact of spherical aberration correction on electron probe formation. The contributions to electron probes in conventional STEM (left) and Cs-corrected STEM (right) are compared. Advancements in spherical aberration correction lead to larger optimal convergence angles (α), enabling the formation of atomic-scale electron probes. The Cs values for conventional STEM and Cs-corrected STEM are 1.0 and 0.005 mm, respectively.
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