Non-Linear Optimization Method for Maximum Point Search in Functions with Corner or Cusp Points †
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Abstract: A function is non-differentiable when there is a cusp or a corner point in its graph. To solve this problem, we propose a nonlinear optimization model whose objective function is the Euclidean distance function. To identify the maximum points of a function that has corner or cusp points, according to the proposed model, a series of segments are generated which are measured through the Euclidean distance, which are all perpendicular to the abscissa axis. Therefore, by maximizing the Euclidean distance, it is possible to identify the segment whose points represent the maximum of the function and its projection on the abscissa axis. The proposed model therefore could be an alternative to maximum point search methods in the presence of functions that have points of non-derivability.

Keywords: non-linear problem; optimization; non-derivability

1. Introduction

This study presents a novel method for optimizing functions with angular points or cusps. Several disciplines, such as physics, engineering, finance, and machine learning, encounter this type of issue frequently. The method given reformulates the optimization problem with Euclidean distance as the objective function. The approach is tested with two empirical examples: one employing the absolute value function with a single independent variable and the other with two independent variables. Python’s SciPy module is utilized to implement the stated optimization problems. The outcomes are assessed using two parameters supplied by the optimization solver, specifically the SLQLP algorithm that minimizes the objective function. The outcomes are assessed using two parameters supplied by the optimization solver, specifically the SLQLP algorithm that minimizes the objective function. While the suggested method does not considerably outperform existing techniques, it does offer a viable option for optimizing functions with sharp corners or cusps. Further research could investigate the exact circumstances in which the proposed method performs better, or if there are mathematical, non-heuristic alternatives that could be more effective with this reformulation. Such insights could enhance the efficacy of the proposed strategy and make it a more competitive alternative.

2. Methods

If we consider a function with positive variables and we take into account the segments that go from the x-axis to the function values, which are internal to the area below the function and above the x-axis (Figure 1), then if we identify the longest segment, one of its endpoints will be equal to the maximum value of the function. Based on this idea, we can maximize the Euclidean distance of these segments.
Figure 1. Graphical representation of the function $y = -3|x - 3| + x + 4$, plotted over the range of $x$ from 1 to 7. The vertical segments represent the distances from the $x$-axis to the function, between $x = 2$ and $x = 5$. A green asterisk denotes the maximum point of the function at $(x = 3, y = 7)$, while the horizontal black line represents the $x$-axis.

In this study, we empirically evaluate the effectiveness of a reformulation technique for an optimization problem using functions 1 and 2.

$$y = -3|3 - x| + 4 + x$$  \hspace{1cm} (1)

$$z = -\frac{|2 - x| + |2 - y|}{6} + 4$$  \hspace{1cm} (2)

Below are the two optimization problems, 3 and 4, in which the two functions, 1 and 2, are present, which become constraints of the problems, and to respect the orthogonality of the segments, we add the equality constraints between the variables that identify the extremum of the segment that is not part of the function of which we are finding the maximum point.

$$\begin{align*}
\min \circ & - \sqrt{(x_1 - x_0)^2 + x_2^2} \\
\text{s.t.} \circ & -3[3 - x_0] - x_2 + 4 + x_0 = 0 \\
& x_2 \geq 0 \\
& x_0 - x_1 = 0
\end{align*}$$  \hspace{1cm} (3)

$$\begin{align*}
\min \circ & - \sqrt{(x_1 - x_0)^2 + (x_3 - x_2)^2 + x_4^2} \\
\text{s.t.} \circ & -\frac{|2 - x_0| + |2 - 2x_2|}{6} + 4 - x_4 \\
& x_4 \geq 0 \\
& x_0 - x_1 = 0 \\
& x_2 - x_3 = 0
\end{align*}$$  \hspace{1cm} (4)
**Python Implementation**

This section shows how the whole process has been implemented in python using the SciPy library. SciPy is a Python collection of numerical routines that provides the core building blocks for modeling and solving scientific problems. SciPy supports methods for optimization, integration, interpolation, eigenvalue problems, algebraic equations, and differential equations, as well as specific data structures such as sparse matrices and k-dimensional trees [1].

Optimization problems 3 and 4 are developed in python as in Figures 2 and 3, respectively. The code in Figure 2 defines two functions, func1 and func2, and three constraint functions, constr2, constr4, and constr5. Func1 takes a one-dimensional input x and returns the result of an expression involving x. Func2 takes a three-dimensional input x and returns the result of a mathematical expression involving the components of x. constr2, constr4, and constr5 are constraint functions that take a three-dimensional input x and return the result of an expression that constrains the optimization problem.

```python
import numpy as np
from scipy.optimize import minimize, LinearConstraint, Bounds
import math

def func1(x):
    x = x[0]
    return 3 * (abs(3 - x)) + 4 * x

def func2(x):
    return -(math.sqrt((x[1]-x[0])**2+(x[2])**2))

def constr2(x):
    return 3*(abs(x[0])-x[1])-4*x[0]

def constr4(x):
    return x[2]

def constr5(x):
    return x[0][1]

methods = ['SLSQP']
ftol_values = [10**-6, 10**-7, 10**-8, 10**-9]
eps_values = [10**-6, 10**-7, 10**-8, 10**-9]
x0_0 = [0]
x0_0 = [0, 0, 0]
con2 = dict(type='eq', fun=constr2)
con4 = dict(type='ineq', fun=constr4)
con5 = dict(type='ineq', fun=constr5)
con = [con2, con4, con5]

for method in methods:
    print(f"Optimization method: {method}"")
    for ftol in ftol_values:
        for eps in eps_values:
            print(f"Optimization method: {method} ftol: {ftol} eps: {eps}"")
            start_time = time.time()
            result = minimize(lamnda x: -func1(x), x0_0 , method=method, options={'ftol': ftol, 'eps': eps})
            end_time = time.time()
            elapsed_time = end_time - start_time
            print(f"Optimization method: {method} ftol: {ftol} eps: {eps}"")
```

![Figure 2](image-url)

Figure 2. Python implementation of optimization problem 3 using SciPy library.

The optimization is performed using the minimize function from the scipy.optimize module, with the SLSQP method [2]. Two sets of optimizations are performed: the first with func1 as the objective function (1), and the second with func2 and the three constraint functions as constraints. The optimization is run multiple times with different values of ftol and eps, and the results are printed to the console.

In Figure 3, the code performs the same functions as the first in Figure 2, but more constraints are inserted, and the problem is developed with more variables.
In Figure 3, the code performs the same functions as the first in Figure 2, but more constraints are inserted, and the problem is developed with more variables.

Figure 3. Python implementation of optimization problem 4 using SciPy library.

3. Results and Discussion

When the value of the ‘success’ parameter is true, this indicates that the optimization is successful and that the proposed method has found a viable solution (Figures 4 and 5). This validation method is provided by the SciPy library itself. In Figures 4 and 5, the results of the two optimization problems are shown. It is observed that the number of iterations and the elapsed time are lower when the optimization is performed directly without using the proposed method in this work. However, the differences between the two methods are not significant. Moreover, it is noteworthy that for the resolution of the problem, the model formulated with the Euclidean objective function is better for the value of ftol and eps equal to $10^{-14}$. This suggests that the choice of objective function and optimization method may depend on the specific problem and the desired level of accuracy. Therefore, it is important to carefully select the appropriate optimization method and tune the parameters to achieve the best results.

Some limitations of the proposed model:

1. The model assumes that the objective function has a well-defined maximum point, which may not always be the case. Some functions may have multiple local maxima or no maximum at all, making it difficult to identify the global maximum using the proposed approach.
2. The model requires the generation of a series of segments perpendicular to the abscissa axis, which can be computationally expensive for high-dimensional functions or functions with complex shapes. This could limit the scalability of the approach for larger and more complex optimization problems.
Optimization method: SLSQP
ftol = 10^-6, eps = 10^-6
Model 1: variables=[1.00000005], success=True, f(x)=7.00000, iter=11, time=0.0057
Model 2: variables=[2.99999997 2.99999997 7.00000005], success=True, f(x)=7.00000, iter=17, time=0.0151

ftol = 10^-7, eps = 10^-7
Model 1: variables=[2.99999999], success=True, f(x)=7.00000, iter=13, time=0.0036
Model 2: variables=[2.99999998 2.99999998 7.00000001], success=True, f(x)=7.00000, iter=41, time=0.0458

ftol = 10^-8, eps = 10^-8
Model 1: variables=[3.], success=True, f(x)=7.00000, iter=15, time=0.0065
Model 2: variables=[3.00000001 3.00000001 6.99999997], success=True, f(x)=7.00000, iter=18, time=0.0133

ftol = 10^-9, eps = 10^-9
Model 1: variables=[3.], success=True, f(x)=7.00000, iter=16, time=0.0035
Model 2: variables=[3., 3., 7.], success=True, f(x)=7.00000, iter=22, time=0.0179

Figure 4. Report solution problem 3 implemented in Python.

Optimization method: SLSQP
ftol = 10^-6, eps = 10^-6
Model 1: variables=[1.99999987 0.99999983], success=True, f(x)=4.00000, iter=50, time=0.0089
Model 2: variables=[2.00000024 2.00000024 0.99999995 0.9999995 4.00000024], success=True, f(x)=4.00000, iter=27, time=0.0293

ftol = 10^-8, eps = 10^-8
Model 1: variables=[1.99999987 1.], success=True, f(x)=4.00000, iter=50, time=0.0048
Model 2: variables=[2., 2. 1.00000001 1.00000001 4.], success=True, f(x)=4.00000, iter=32, time=0.0072

ftol = 10^-14, eps = 10^-14
Model 1: variables=[2., 1.], success=True, f(x)=4.00000, iter=50, time=0.0130
Model 2: variables=[2. 2. 1. 1. 4.], success=True, f(x)=4.00000, iter=39, time=0.0118

Figure 5. Report solution problem 4 implemented in Python.

4. Conclusions

In conclusion, further tests and developments are needed to understand if this formulation actually favors a better search for the optimal solution. It is important to explore different combinations of values for ftol and eps and to test the model on a broader range of optimization problems. By doing so, it will be possible to better evaluate the effectiveness and efficiency of this formulation and its potential for future applications.
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