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Abstract: (1) This study aims to predict the youth customers’ defection in retail banking. The sample comprised 602 young adult bank customers. (2) The study applied Machine learning techniques, including ensembles, to predict the possibility of churn. (3) The absence of mobile banking, zero-interest personal loans, access to ATMs, and customer care and support were critical driving factors to churn. The ExtraTreeClassifier model resulted in an accuracy rate of 92%, and an AUC of 91.88% validated the findings. (4) Customer retention is one of the critical success factors for organizations so as to enhance the business value. It is imperative for banks to predict the drivers of churn among their young adult customers so as to create and deliver proactive enable quality services.
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1. Introduction

The outlook of the retail banking industry towards its customers has been witnessing a steady transformation since the 2008 financial crisis [1]. Marketing strategies of the pre-crisis period primarily focused on acquiring more and more customers instead of creating new bank accounts at a rapid pace [2]. Post the collapse of the financial markets, one of the challenging yet critical lessons learnt by the banking industry was the trade-off between new customer acquisition and existing customer retention [3]. Studies of the past found that it is seven-times more costly to acquire a new customer than to retain an existing one. It became evident that losing customers can be detrimental to the bank’s financial stability [4–7]. As one of the traditional industry verticals, the banking sector globally has been undergoing a digital revolution over the last 10 years [8]. Today, banks sit on a sizeable database of its customers, hoping to gain a competitive advantage in the industry, especially in the developing world [9]. Nevertheless, banks have not been able to keep up with the pace of technology advancement to leverage customer data in addressing one of its most recognized problems, customer churn [10].

The industry has already made significant investments in the time, cost, and effort to increase the lifetime value of customers, which is one of the universally accepted critical success factors [11,12]. On the flip side, customer churn is a critical failure factor for the banks if they do not see it coming in the first place. Therefore, predicting customer churn at the right time has become imperative [13,14]. Accurate and timely churn prediction empowers the relationship-management teams of the bank with insights to proactively create engaging customer initiatives.

Currently, there is a dearth of analysing the service quality feedback that directly impacts customer touchpoints [15]. An integral component of customer experience management is service quality analysis. It enables firms to track and analyse the myriad of touch points throughout the customer’s engagement with the firm’s products and services.
Service quality analysis also strengthens the ability of a company to understand customer pain points better in this age of increasingly intricate customer behaviour.

Churn prediction is one of the most popular and widely researched application areas in data science [16]. Various data mining techniques are used to guess customer churn by identifying the most severe contributing factor. Supervised data mining algorithms, such as decision trees, genetic algorithms, k nearest neighbours, Naïve Bayes, and support vector machines, are comparatively the most extensively explored for churn prediction [15,17]. From an industry application standpoint, the telecommunication industry is by far the most extensively researched domain for churn prediction [18]. Churn prediction research works are also available in other industry verticals, such as retail, media and entertainment, and BFSI (banking, financial services, and insurance) [19].

Churn prediction research is comparatively limited in the retail banking sector. The pandemic-driven digital transformation has created a compelling need for customer defection analysis in the banking sector, specifically for a younger segment of customers [20]. The forced digital shift in retail services is a differentiating feature of the “new normal” created by the ongoing COVID-19 pandemic to the banking industry [21]. It means that customer intentions today are predominantly driven by protection motivation, causing a drastic shift in their banking engagement by behaving digitally [22].

Banks can take advantage of the digital behaviour shift by supporting their customers to utilize better digital and remote channel engagements [23]. In the pre-COVID times, customer experience in retail banking was confined majorly to customer happiness (satisfaction, loyalty, increased acceptance of services, and cost-effectiveness). Post-COVID, customer experience will predominantly be upon transparency, clarity, and trust, supported by a robust and reliable digital ecosystem [24,25]. However, the ground reality is that many banks are still evolving to enhance their digital presence among their customers.

Banks need to eloquently reset their customer segmentation to fulfil suitable needs, such as remote access and digital services. Such a resetting will help banks identify the right target segment who are highly device-centric and digitally aware [26]. Today, businesses are increasingly impacted by their youth segment of customers. Gen Z and millennials have greater exposure and savviness to a wide variety of electronic devices, which is a critical element for businesses to enhance their digital footprints [27].

This research is motivated by the fact that the customers’ learning curve about digital acceptance widely varies across age groups. The youth segment, particularly the millennials and centennials (Gen Z), find it much faster and easier to adopt the digital environment than their older counterparts. At the same time, the group is susceptible to service quality variations. Their preferences vary widely from their parents (baby boomers). Since the recent past, the banking industry has preferred to digitalize the decades-old core banking processes that have gained momentum, a welcome sign to attract and retain the youth customer segment.

The younger the customers, the lesser are their face-to-face interactions with the bank. They prefer to engage, explore, and find information online and attempt to consume services independently [28]. There is an exceedingly high degree of multitasking ability among young customers, enabling them to engage simultaneously with various digital platforms. Bank services with digital experience can leverage the skillsets of youth customers resulting in retaining them [29].

Retail bank marketers must be watchful of the churn expected from the younger generation. Recent studies found that millennials (Gen Z) customers are more likely to switch banks when compared with baby boomers (Gen X) [30]. The experience from the ongoing pandemic shows that customers in the age group of 25–34, who form the peak of technology-enabled banking usage, are likely to close their bank accounts for want of a better service through the digital platform [31,32].

Based on the context explained in the previous paragraphs, the current study can effectively identify and analyse critical factors of churn among youth customers. Therefore, the research objectives were
1. To predict whether or not a young customer will discontinue his retail bank account;
2. To analyse and discuss the features impacting churn using appropriate data science algorithms.

The realization of the first objective involved an in-depth analysis of the data collected by applying the most appropriate machine learning techniques. The second objective was realized by discussing the impactful features of churn based on the output from the machine learning techniques.

The rest of the research paper is organized in the following manner. Section 2 is the Literature review. It explains the extent of earlier research on the need for customer churn prediction and the widely applied data science techniques in different industry verticals and states the research gap. Section 3 is about the method. After defining the research design and setting, sampling, data collection, procedure, and instrument, the section goes on to present a detailed analysis of the data for churn prediction. Section 4 discusses the results and contribution in light of the research objectives. Section 5 is the conclusion, which summarizes the academic value of the research.

2. Literature Review

2.1. Need for Churn Prediction in the Industry

The wide use of data mining techniques to predict churn primarily involves identifying contributing factors to ensure timely marketing and sales promotion interventions to prevent defection. The availability of large volumes of demographic and transactional data combined with proven supervised data mining algorithms have ensured outcome accuracy [33]. Identifying potential churners at an early stage of the contract is critical for service providers to initiate promotional offers to prevent an imminent churn [34]. The primary focus of Chinese banks is churn prediction, aiming for customer retention and satisfaction. The imbalance of data distribution is a significant challenge impeding prediction quality. Improved balanced random forests scored high in predicting power over their traditional counterparts [35]. The integration of three algorithms, namely neural networks, regression trees, and regression, was significantly effective to predict churn based on complaint data of dissenting customers [36].

Customer relationship management is poised for a transformation in the next decade, with churn prediction taking centre-stage along with customer value analysis. The combination will enable businesses to proactively position their promotional programs to specific customer groups across multiple age groups [37]. Churn prediction is considered a critical use case in the banking industry. Predictive algorithms on customer quitting can enable banks to identify the sensitive features that drive churn. A sensitivity analysis can enhance a bank’s ability to know the customer closely and can alert a probable decision to churn [38]. Churn prediction is an integral part of customer relationship management. It enables the combination of various types of predictors (demographic and environmental) and contributes to creating a comprehensive retention model [39].

Churn prediction in an information-intensive industry, such as financial services, can significantly benefit in understanding customer attrition factors and in intelligent identification of prevention strategies to remain competitively advantageous [40]. The retention of loyal customers and constantly monitoring their pain and gain points is a crucial result area to the services industry [41]. Investment in data analytics has considerably increased across all of the industry verticals. The identification of complex patterns in customer data is a significant differentiator among the service sector to gain a competitive edge over its rivals and progressively shift from an intuition-based to an insight-based decision support environment. Today, it is a futile effort to concentrate only on acquisition if it does not know the whys of customers leaving [42].

A customer attrition analysis is an essential to-do list in today’s banking industry because it directly impacts customer retention strategies, increasing market share and even the acquisition of new customers in a cost-effective manner [43,44]. Customer churn sharply impacts a company’s revenues, irrespective of industry types; identifying critical
factors and detecting customers with a high degree of possible defection is imperative in modern-day businesses [45]. The CustomerGauge 2018 NPS® and CX Benchmarks Report present insightful retention rates across multiple industry verticals. According to the report, the banking sector is among the bottom five industry verticals with one-fourth or more customer attrition. According to the study, the retention rate of the banking industry is alarmingly below the overall industry average. Digital technologies and data science are among the top priorities for the industry to enhance its customer experience (CX) initiatives [46].

2.2. Churn Prediction Techniques

To strengthen the conversation drawn from the past research works, we present a systematic collection in Table 1 to bring out the multi-dimensional relevance of churn prediction across industries and the choice of a machine learning predictive algorithm. The table will strengthen the motivation of the current research by identifying the research gap, which is explained in the subsequent paragraph.

Table 1. Systematic collection of churn prediction techniques across industry.

<table>
<thead>
<tr>
<th>Industry</th>
<th>Data Science Technique(s)</th>
<th>Notable Contributors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Telecommunication</td>
<td>Artificial Neural Network</td>
<td>[41]</td>
</tr>
<tr>
<td></td>
<td>Deep Learning, Logistic Regression, and Naïve Bayes algorithms</td>
<td>[45]</td>
</tr>
<tr>
<td></td>
<td>Logistic Regressions, Linear Classifications, Naïve Bayes, Decision Trees, Multilayer Perceptron Neural Networks, Support Vector Machines, and the Evolutionary Data Mining Algorithm</td>
<td>[33]</td>
</tr>
<tr>
<td></td>
<td>Linear regression, neural networks, decision trees, k-nearest neighbours, genetic algorithms, Naïve Bayes, Support Vector Machines (SVM), and Multilayer Perceptron Neural Networks</td>
<td>[47]</td>
</tr>
<tr>
<td></td>
<td>Decision Tree, Random Forest, Gradient Boosted Machine Tree “GBM”, and Extreme Gradient Boosting “XGBOOST”</td>
<td>[48]</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>[49]</td>
</tr>
<tr>
<td></td>
<td>Long Short-term Memory (LSTM) and Convolutional Neural Networks (CNN) Models</td>
<td>[50]</td>
</tr>
<tr>
<td></td>
<td>Genetic Programming-based AdaBoost (GP-based AdaBoost)</td>
<td>[51]</td>
</tr>
<tr>
<td></td>
<td>Ensemble Learning with feature-grouping</td>
<td>[52]</td>
</tr>
<tr>
<td>Healthcare</td>
<td>Stochastic Gradient Boosting Technique</td>
<td>[53]</td>
</tr>
<tr>
<td></td>
<td>Decision Trees, Naïve Bayes, and Neural Networks</td>
<td>[54]</td>
</tr>
<tr>
<td>Banking</td>
<td>Artificial neural networks, decision trees, and class-weighted core support vector machines (CWC- SVM) and improved balanced random forests</td>
<td>[35]</td>
</tr>
<tr>
<td></td>
<td>Naïve Bayes model</td>
<td>[38]</td>
</tr>
<tr>
<td></td>
<td>Artificial Neural Networks (ANN) and Random Forests</td>
<td>[44]</td>
</tr>
<tr>
<td></td>
<td>Support Vector Machines</td>
<td>[55]</td>
</tr>
<tr>
<td>Retail</td>
<td>Convolution Neural Networks and Restricted Boltzmann Machine</td>
<td>[56]</td>
</tr>
<tr>
<td>Insurance</td>
<td>Randomized Trees Classifier and Gradient Boosting Model</td>
<td>[57]</td>
</tr>
<tr>
<td></td>
<td>Decision Tree (DT), Naïve Bayes (NB), and ANN.</td>
<td>[58]</td>
</tr>
<tr>
<td>IT Services</td>
<td>Logistic regression, random forest, SVM, and Extreme Gradient Boosting (XGBoost), on three different domains.</td>
<td>[59]</td>
</tr>
<tr>
<td>e-Commerce</td>
<td>Logistic regression, Extreme Gradient Boosting K-means, and SVM</td>
<td>[60]</td>
</tr>
</tbody>
</table>
Based on the systematic table presented above, the banking industry is gaining a lot of research interest in churn prediction from among the bottom-ranked industries in customer retention.

However, there are less research works in the banking sector when compared with the telecommunication sector, healthcare, and retail. Hence, based on the research motivation, the current research will contribute to the gap existing in research works on retail banking churn prediction. In light of the aforementioned paragraphs, we position our research from two important standpoints. First, we substantiate the underpinning need of customer churn prediction in banking by targeting the most dynamic youth segment of the population, which has immense research potential. Second, we aim to extend the application of machine learning models of churn prediction by identifying the nativities of the banking domain.

3. Method

In this section, first we enumerate the data collection method and description of data. Then, we proceed to describe the machine learning model used for prediction drawn out of the existing literature. We applied various machine learning approaches to build the predictive models for bank customers’ churn. Finally, we present the data analysis.

3.1. Research Design

The study used an online questionnaire to collect the data [62,63]. The questionnaire comprised two broad sections and solicited data from young adult bank customers. Section 1 included the questions about the demographic characteristics of the respondents. Section 2 consisted of questions relating to the respondents’ retail banking experience. The questions were framed based on various features selected through literature search.

3.2. Setting

The study was conducted across India for two primary reasons. (i) India has the largest youth population in the world. A little over one-fifth of its populace is of the average age of 29 years [64]. (ii) India has one of the highest mobile penetrations in the world. The smartphone mobile penetration rate in 2020 reached 54% and is expected to reach 96% by 2040. During the period of 2016–2020, the rate of penetration more than doubled from 23% to 54% [65].

3.3. Sampling and Data Collection

A simple random sampling method was applied to select the sample size for the target respondents [66–68]. The initial target was 700 Indian respondents. However, only 628 responses were submitted, out of which only 602 records were found eligible for further processing. A total of 26 responses were dropped due to a mismatch of the profile and disinterested responses [69]. Data management was applied to arrive at a cleaned dataset consisting of the eligible samples. Data management ensured efficient and effective collection of data from varied sources and included its storage, transformation, and analysis [70–72].

3.4. Procedure

The online questionnaire was circulated through social media platforms such as LinkedIn and Facebook, in addition to the authors’ professional and personal networks. The survey was conducted during November and December, 2021. The survey link was opened during the first week of November and remained opened for 45 days.

3.5. Instrument

The instrument for data collection comprised of two components. Component 1 was about the features of retail banking, and 2 contained the question(s) relating to the features on a binary-type scale. The features were identified carefully from the existing literature. Table 2 presents the features and their instrument.
Table 2. Features and Instrument for Data Collection.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Instrument (Questions with Binary-Type Scale)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of banking with an ATM</td>
<td>I am not satisfied with the automated teller machine (ATM) location and access</td>
<td>[73,74]</td>
</tr>
<tr>
<td>The attention of the Branch Manager</td>
<td>I am not satisfied with the attention given by the Branch Manager</td>
<td>[74]</td>
</tr>
<tr>
<td>Allied banking service</td>
<td>The bank does not have allied banking services</td>
<td>[73,75]</td>
</tr>
<tr>
<td>Ease of address change</td>
<td>I cannot easily change my address via mobile or internet banking</td>
<td>[74]</td>
</tr>
<tr>
<td>Other services online</td>
<td>The bank does not have many essential online services</td>
<td>[76]</td>
</tr>
<tr>
<td>Ease of telebanking</td>
<td>I cannot do transactions via telebanking</td>
<td>[76,77]</td>
</tr>
<tr>
<td>Ease of mobile banking</td>
<td>I cannot do transactions very easily via mobile banking</td>
<td>[76,77]</td>
</tr>
<tr>
<td>Freebies are given by bank for shopping/travel</td>
<td>The bank does not provide any shopping/travel freebies</td>
<td>[76,77]</td>
</tr>
<tr>
<td>Security</td>
<td>The bank does not have adequate security features</td>
<td>[78]</td>
</tr>
<tr>
<td>Brand</td>
<td>The brand image of bank is not appealing</td>
<td>[77,76]</td>
</tr>
<tr>
<td>Zero Balance</td>
<td>Bank does not offer a zero-balance savings account</td>
<td>[79]</td>
</tr>
<tr>
<td>Personal loans zero interest</td>
<td>The bank charges interest on personal loans</td>
<td>[80]</td>
</tr>
<tr>
<td>Soft loans</td>
<td>The bank does not have a soft loan facility</td>
<td>[80]</td>
</tr>
<tr>
<td>Need to open</td>
<td>It was of NO NEED for me anymore</td>
<td>[79]</td>
</tr>
<tr>
<td>Brand/trust</td>
<td>The bank failed to build trust as its brand image is not good</td>
<td>[78]</td>
</tr>
<tr>
<td>Innovative service</td>
<td>The services provided by the bank are legacy</td>
<td>[74]</td>
</tr>
<tr>
<td>Door-step banking</td>
<td>The bank does not provide a door-step banking facility</td>
<td>[81]</td>
</tr>
<tr>
<td>Support</td>
<td>I am not satisfied with the support provided by bank</td>
<td>[81]</td>
</tr>
<tr>
<td>Person</td>
<td>The employees are not approachable and are unfriendly and not willing to help</td>
<td>[73]</td>
</tr>
<tr>
<td>Forex services</td>
<td>The Bank does not offer Forex Cards for a variety of currencies</td>
<td>[76]</td>
</tr>
</tbody>
</table>

3.6. Data Analysis

3.6.1. Demographic Profile

The data analysis is presented in two segments. The first one gives the descriptive statistics pertaining to the demographic profile of the respondents (see Table 3). The second segment is the application of appropriate data science techniques and tools to create the model for the churn prediction analysis.

Table 3. Respondents’ demographic profile.

<table>
<thead>
<tr>
<th></th>
<th>Frequency</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>214</td>
<td>36</td>
</tr>
<tr>
<td>Male</td>
<td>388</td>
<td>64</td>
</tr>
<tr>
<td>Opened any new savings Bank account in the past 1 year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>286</td>
<td>48</td>
</tr>
<tr>
<td>No</td>
<td>313</td>
<td>52</td>
</tr>
<tr>
<td>Closed an existing Savings Bank account in the past 1 year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>267</td>
<td>44</td>
</tr>
<tr>
<td>No</td>
<td>335</td>
<td>56</td>
</tr>
<tr>
<td>Type of city in which they are currently living</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metropolitan</td>
<td>172</td>
<td>29</td>
</tr>
<tr>
<td>Non-Metropolitan</td>
<td>430</td>
<td>71</td>
</tr>
<tr>
<td>Information Technology and allied</td>
<td>355</td>
<td>59</td>
</tr>
<tr>
<td>Insurance</td>
<td>126</td>
<td>21</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>66</td>
<td>11</td>
</tr>
<tr>
<td>Others (Retail, Logistics, Hospitality)</td>
<td>55</td>
<td>9</td>
</tr>
</tbody>
</table>
3.6.2. Machine Learning Models

Machine learning (ML) is a branch of Artificial Intelligence (AI), and it uses data and algorithms to help machines imitate human behaviour. Machine learning algorithms are used for predictive modelling [82]. Unsupervised and supervised algorithms are available for machine learning and are based on mathematics and statistical models. Commonly used machine-learning algorithms carry out two categories of tasks, Classification and Regression. Based on the input features, we classify a data instance and assign a class label in the classification technique. Some pertinent examples of classification scenarios include predicting whether a customer will purchase an item or not, whether a candidate will accept a job offer, and whether a student is employable [83]. On the contrary, the regression method is used for continuous values and helps identify the relationship between two variables. In this study, we have defined this problem as a classification method to predict whether the young bank customer will churn or not.

In this study, the authors used some efficient machine learning techniques, including Ridge Classifier Cross Validation (RCCV), Logistic Regression, Decision Tree, K Nearest Neighbor Classifier (KNN), Support Vector Classifier (SVC), and Linear Support Vector Classifier (Linear SVC). Ridge regression is a regression method variant used for eliminating the effects of correlated features [84]. RCCV uses cross-validation to select an optimal classification model. Logistic regression is another regression variant used for predicting the probability of certain outcomes [85]. A decision tree is a simple classifier that is based on a decision criterion to do the classification. KNN is a nonparametric method and uses the neighbours of a data point to decide its class. The Bernoulli Naive Bayes classifier and Gaussian Naive Bayes classifier are probabilistic methods that use Bernoulli distribution and Gaussian distribution, respectively. A support vector machine (SVM) is a supervised technique that is used for both classification and regression scenarios. SVM is a nonparametric method and uses a clustering approach to classify the data points by deciding the optimal boundary. The Linear SVC identifies the best-fit hyperplane for classifying the data points. These methods use the loss function to train the classifier [86].

Adaboost is a boosting-based ensemble model that modulates various classifiers on the same dataset. Furthermore, the weights of wrongly classified data points are adjusted to focus more on rightly classifying them in the next iteration. The gradient-boosting ensemble supports both classification and regression, wherein the weak decision tree learners are combined to form additive trees stepwise. Extra trees are also based on many unpruned decision trees, and predictions are made by majority voting in the case of classification problems [87,88].

We used the following steps to carry out the analysis, using the analytical tools python and Jupiter notebook:

- **Data preparation:** The collected data were pre-processed and checked for duplication, correctness, and missing data. Cleaning and transformation were done, and feature selection was carried out.
- **Select Machine learning algorithms:** 13 algorithms, including ensembles, were shortlisted for this study.
- **Predictive modelling:** In this step, we used a 70:30 ratio and cross-validation methods for building the models.
- **Prediction and evaluation:** The selected models were used to predict churn, and performances were compared. The performance matrix selected included accuracy, F1 score, sensitivity, specificity, AUC, and precision.

The classification model had the discrete output, and in this case, 1 meant that the customer will churn, and 0 meant the customer will not churn. The performance of classification ML models is evaluated using various metrics. The simplest metric used for evaluation is the classification accuracy, which indicates the correct number of predictions out of the total number of predictions. The confusion matrix provides visualization in a tabular format, with the predicted versus actual class. It shows True Positives (TP), True Negatives (TN), False Positives (FP), and False Negatives (FN). TP indicates the positive
cases that are predicted correctly, TN indicates negative cases that are predicted correctly, FP indicates the positive cases that are predicted incorrectly, and FN indicates negative cases that are predicted incorrectly.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

The remaining metrics are calculated from the confusion matrix. Precision signifies the ratio of TP and the total number of positives.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

Recall/Sensitivity signifies the ratio of true positives to all positives in the truth table.

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]

The F1 score is the harmonic mean of precision and recall and signifies balance between precision and recall and generally gives a good score when an imbalanced dataset is used.

\[
\text{F1 score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

The area under the receiver operating characteristics curve (AUC-ROC) plots true positive rates and false positive rates on a single graph. The resulting curve is called the ROC, and the metric is the area under the curve. The AUC portrays the ability of a classifier to segregate positive and negative classes, and a perfect classification will give AUC 1. Specificity indicates the proportion of TN that is correctly predicted.

\[
\text{Specificity} = \frac{TN}{TN + FN}
\]

In this study, we compared the various ML models using metrics such as accuracy, sensitivity/recall, precision, specificity, AUC, and F1 score. In this study, we gave preference to F1 and AUC scores while selecting models [89].

- Model selection: Based on the performance matrix above-mentioned, the model was finalized.

This problem can be considered a classification problem to predict whether a customer will churn or not. Hence, the Supervised machine learning approaches, including ensembles, were selected as the candidate techniques for building the predictive model.

The base models were built, and then, hyperparameter tuning was performed to find out whether that helped in increasing the predictive performance of models.

The ExtraTrees algorithm is an ensemble method and uses a top-down approach to make an unpruned decision from many decision trees. It uses a full learning sample and has few hyperparameters. In this study, we used the number of decision trees, the number of input features randomly selected for each split point, and a new split point creation criteria in terms of the number of minimum nodes. Extra trees are considered an extension of the random forest algorithm and use a subset of random features for training the base estimators. It does not overfit the dataset [90,91].

As the model’s hyperparameters influence the predictive performance, robustness, and generalization capability, hyperparameter selection is very important. The cross-validation approach was used for optimization and to prevent overfitting problems. In this study, we used 10-fold cross-validation for optimal hyperparameter selection. We used the Gini impurities as the criterion for splits. Gini Impurity refers to the likelihood of incorrect classification.

Gini importance is used to calculate the node impurity, and feature importance here means the reduction in impurity of a node with the weight number of samples reaching the node out of the total samples.
Node impurity can be calculated as

\[ \text{node}_j = w_j I_j - w_{l(j)} I_{l(j)} - w_{r(j)} I_{r(j)} \]

whereas

\[ \text{node}_j = \text{importance of node} \ j \]
\[ w_j = \text{weighted number of samples arriving at node} \ j \]
\[ I_j = \text{impurity of node} \ j \]
\[ l(j) = \text{child node on the left} \]
\[ r(j) = \text{child node on the right} \]

Feature importance of a node \( i \)

\[ f_i = \sum_{\text{split node}_j \text{ on feature} \ i} \text{node}_j / \sum_{\text{all nodes}} \text{node}_j \]

This means that features are normalized against the sum of all features values and then divided by the total no. of trees to get the feature importance.

A zero Gini impurity indicates that all samples are of the same class. Thus, a lower Gini is better, and generally, the Gini values are between 0 and 0.5 [92]. The tree depth was not tuned for this study, as the features were not very large. Extra trees gave a decent accuracy when constructed with 72 trees, and the accuracy did not increase much with an increase in the number of trees. Hence, we kept the number of trees at 72.

3.6.3. Results

The models built were compared against well-known performance metrics and are summarized in Table 4. The results were sorted as per the value of the metrics in descending order. The final model that we proposed is an ensemble ExtraTreeClassifier, which gave an accuracy of 92%, along with an AUC of 0.9188. In this study, we further analysed the feature importance in the churn prediction, which is presented in Figure 1. Feature importance was calculated using the sklearn feature_importances_ attribute. Furthermore, we found that the Gini impurities shown as feature importances were closer to zero.

Table 4. Machine learning models to predict bank customers’ churn.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Precision</th>
<th>AUC</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>ExtraTreesClassifier</td>
<td>92.0</td>
<td>0.9286</td>
<td>0.9091</td>
<td>0.9286</td>
<td>0.9188</td>
<td>0.9286</td>
</tr>
<tr>
<td>BaggingClassifier</td>
<td>88.0</td>
<td>0.8571</td>
<td>0.9091</td>
<td>0.9231</td>
<td>0.8831</td>
<td>0.8889</td>
</tr>
<tr>
<td>RandomForestClassifier</td>
<td>88.0</td>
<td>1.0000</td>
<td>0.7272</td>
<td>0.8235</td>
<td>0.8636</td>
<td>0.9032</td>
</tr>
<tr>
<td>GradientBoostingClassifier</td>
<td>84.0</td>
<td>1.0000</td>
<td>0.6364</td>
<td>0.7778</td>
<td>0.8182</td>
<td>0.8750</td>
</tr>
<tr>
<td>DecisionTreeClassifier</td>
<td>80.0</td>
<td>0.7857</td>
<td>0.8182</td>
<td>0.8462</td>
<td>0.8019</td>
<td>0.8148</td>
</tr>
<tr>
<td>SVC</td>
<td>80.0</td>
<td>1.0000</td>
<td>0.5455</td>
<td>0.7368</td>
<td>0.7727</td>
<td>0.8485</td>
</tr>
<tr>
<td>KNeighboursClassifier</td>
<td>72.0</td>
<td>0.6429</td>
<td>0.8182</td>
<td>0.8182</td>
<td>0.7305</td>
<td>0.7200</td>
</tr>
<tr>
<td>AdaBoostClassifier</td>
<td>72.0</td>
<td>0.7857</td>
<td>0.6364</td>
<td>0.7333</td>
<td>0.7110</td>
<td>0.7586</td>
</tr>
<tr>
<td>LogisticRegression</td>
<td>72.0</td>
<td>0.7857</td>
<td>0.6364</td>
<td>0.7333</td>
<td>0.7110</td>
<td>0.7586</td>
</tr>
<tr>
<td>LinearSVC</td>
<td>72.0</td>
<td>0.7857</td>
<td>0.6364</td>
<td>0.7333</td>
<td>0.7110</td>
<td>0.7586</td>
</tr>
<tr>
<td>RidgeClassifierCV</td>
<td>72.0</td>
<td>0.7857</td>
<td>0.6364</td>
<td>0.7333</td>
<td>0.7110</td>
<td>0.7586</td>
</tr>
<tr>
<td>BernoulliNB</td>
<td>60.0</td>
<td>0.5000</td>
<td>0.7273</td>
<td>0.7000</td>
<td>0.6136</td>
<td>0.5833</td>
</tr>
<tr>
<td>GaussianNB</td>
<td>60.0</td>
<td>0.5000</td>
<td>0.7273</td>
<td>0.7000</td>
<td>0.6136</td>
<td>0.5833</td>
</tr>
</tbody>
</table>
Figure 1. Feature importance in bank customer’s churn.

It was found that all the features were relevant and significant in customers’ association with the bank. However, the ease of mobile banking and the ease of banking with an ATM were the most deciding factors for a customer to continue with the bank. Though security in banking is very relevant in this digital world, the study revealed that security was not a primary concern for customers’ churn. It was also important to note that customers were not worried about the bank’s soft loan provisions.

4. Discussion

Digital transformation has impacted the Banking, Financial services, and insurance sectors heavily, and the way banks engage with the customers has changed tremendously. Especially, young adults prefer to have more conveniences while availing the banking services and prefer online engagement. The study effectively understood the young customers’ choices, and the predictive model emerged as an acceptable one, with good performance measurement.

In this study, relevant machine learning algorithms were used to build models and further make predictions. The 10-fold cross validation methods were applied to candidate machine learning algorithms for reducing overfitting and fine-tuning hyperparameters. The Naïve Bayes variants BenoulliNB and GaussianNB performances were found to not be sufficient. This indicates a possible relationship between features that affect the accuracy of the probabilistic method, such as naïve Bayes. Regression variants, such as logistic regression, Ridge classifier, and KNN, gave average performance, whereas tree-based ensembles gave better performances. When hyperparameter tuning was applied with \( k = 3 \) to \( k = 20 \), KNN gave the best performance at \( k = 4 \), wherein the training and test accuracy was found to be realistic, and not much variance was observed. When hyperparameters such as the number of trees, split criteria, and the random split were used on a random forest, the performance was found to be better at 100 trees, and no considerable improvement was observed with an increase in trees. Extra trees showed a better performance at 72 trees with a random split and Gini impurities, and the addition of more trees was not found to increase performance. It was also noted that the ExtraTrees gave a similar satisfactory performance at depth = 12 with 72 trees. Overall, ExtraTrees gave better performance in terms of accuracy, precision, sensitivity, AUC, and F1 score. Hence, Extra trees were selected as the final model, with 92% accuracy and an AUC of 0.9188 and
F1-score of 0.9286. As this study used distribution-based, penalty-based, and ensemble-based models as candidates, the results of AUC were found to vary from approximately between 61% and 91%. However, for tree-based ensembles, the models gave performance in a narrow range.

The feature importance extracted does not have high coefficient values for features, and since Gini impurities are used for building the trees, they contribute to the predictability of model and, hence, acceptability.

Our model was comparable to similar studies and gave acceptable results. The bank churn study [35] gave varying accuracies for different models: ANN (78.1%), DT (62%), CWC-SVM (87.2%), and improved balanced random forests (IBRF) (93.2%). Another study [55] gave accuracies for models such as DT (91.58%), SVM (92.65%), NaiveBayes (78.58%), and Logistic Regression (89.65%). The customer churn problem solved in another study [52] observed accuracy measures such as LR (85.86%), DT (86.05%), NaiveBayes (85.75%), and XGBoost (95.54%). Other performance metrics such as AUC and the F1-score were also found to be proportionally better in most of the models. A Random Forest was found to give better performance, with 98.3% accuracy, 84.3% ROC, 82.7% precision, and 83.2% sensitivity in banking churn prediction [93]. The customer churn studies found in literature used machine learning models with a gaussian distribution, penalized models, and ensembles. RandomForest and boosting methods were recommended in many studies. ExtraTrees, being very recent, had no studies available in the banking domain, but they were found in intrusion prediction and image classification. As ExtraTrees are fast compared to RandomForest, they have less cost implications [89].

According to the feature importance presented in Figure 1, ATM and mobile banking services were the essential services expected from the bank. The provision for zero balance and personal loans with no interest also helped in retaining customers to a large extent. We also found that many were continuing their accounts because they had opened it for a purpose and, hence, needed to keep it open. It was also interesting to note that the bank employee’s ‘personal’ connection with the customer and the support given were taken as features in the study. Customers appreciated both. The customers also valued the brand and trust, innovative services, doorstep services, and other online services provided by banks.

The literature review showed that churn analysis is critical to any business, including banking, and the acquisition and retention of customers need to be done in a cost-effective manner. It was also observed that churn in the Banking domain has not been addressed well compared to other industries. In this era of intelligence and analytics, the efforts made in this study to build a machine learning model are futuristic and will pave the way for technology to enable customer retention strategies. In the literature, we found that many studies used baseline machine learning models for churn prediction, and in this study, we added various ensemble techniques to build the model. The study will enable banks to predict young customers who may churn shortly and, accordingly, connect to them for retaining them.

The contribution of our study to the existing literature is two-fold. First, the study extends the application of the ensemble model to retail banking, which is one of the most traditional, yet digitally transforming, verticals in the service industry. Second, the study addressed customer churn, a recurrent business challenge in the banking industry, specifically targeting the youth segment of the customer base, which is prone to attrition. The critical factors of churn resulting from feature importance corroborated with the characteristics and expectations of youth drawn out of literature. The study provides implications to marketing professionals of banks to position/reposition their service offerings to ensure retention of their vibrant customer base.

5. Conclusions

Retaining customers is one of the top priorities of any organization as they bring value to a business tremendously. There is enormous competition in the banking do-
main to attract and retain customers. The youngsters are the long-standing customers of banks, and hence, this study was conducted to predict their churn. It will help banks understand the relevant services, quality of services, and lacunas in current processes and rectify them to retain customers. We recommend the ExtraTreeClassifier to predict young customers’ churn, and the model’s performance of an AUC of 91.88 was found to be acceptable. Tree-based classifiers and ensembles performed better due to the nature of the dataset and hyperparameter tuning. The distribution-based classifiers were found to not give satisfactory performance. The study is limited in its sample size and geographical context and is cross-sectional. Therefore, we recommend that the study can be extended to similar or comparable geographies with a larger sample size to strengthen its validity and generalisability. In addition, a longitudinal study can explain the increasing or decreasing trend of the youth customer churn in retail banking services.
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