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Abstract: The fast growth of technology in online communication and social media platforms allevi-
ated numerous difficulties during the COVID-19 epidemic. However, it was utilized to propagate
falsehoods and misleading information about the disease and the vaccination. In this study, we inves-
tigate the ability of deep neural networks, namely, Long Short-Term Memory (LSTM), Bi-directional
LSTM, Convolutional Neural Network (CNN), and a hybrid of CNN and LSTM networks, to auto-
matically classify and identify fake news content related to the COVID-19 pandemic posted on social
media platforms. These deep neural networks have been trained and tested using the “COVID-19 Fake
News” dataset, which contains 21,379 real and fake news instances for the COVID-19 pandemic
and its vaccines. The real news data were collected from independent and internationally reliable
institutions on the web, such as the World Health Organization (WHO), the International Committee
of the Red Cross (ICRC), the United Nations (UN), the United Nations Children’s Fund (UNICEF),
and their official accounts on Twitter. The fake news data were collected from different fact-checking
websites (such as Snopes, PolitiFact, and FactCheck). The evaluation results showed that the CNN
model outperforms the other deep neural networks with the best accuracy of 94.2%.

Keywords: text classification; fake news detection; neural networks; deep learning; COVID-19;
coronavirus; text mining

1. Introduction

Social media platforms, such as Facebook, TikTok, and Twitter, emphasize news
sharing, communication, engagement, and collaboration. That is not only for personal
sharing but also for businesses to promote their products and grab customers’ attention.
Fortunately, the advancement of mobile applications and their availability have made these
platforms accessible and user friendly. However, one of the big challenges is the control
over the fake news or misinformation spread across social media, which covers several
topics, such as economics, environment, politics, and health. Fake news and misinformation
publishers might have a variety of motivations, such as entertainment, misleading public
opinion about an issue, increasing the number of visitors to a website, promoting a biased
point, etc. In general, they are either fraudulent or illegal.

Coronavirus (COVID-19) is a global pandemic caused by severe acute respiratory
syndrome Coronavirus2 (SARS-CoV-2). The virus was identified in the Chinese city of
Wuhan in December 2019, and it is considered one of the most infectious and spreadable
diseases to have affected our planet over the past few decades [1]. Multiple types of
coronavirus have emerged and become prevalent in many countries since 2021. More than
485 million cases were confirmed, with 6.2 million deaths [2]. Since the global spread of
the coronavirus, social media platforms have played a larger role in informing people and
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maintaining their safety, productivity, and communication with one another. News agencies
and medical organizations have taken advantage to spread information about the virus.
The Centers for Disease Control and Prevention (CDC), World Health Organization (WHO),
healthcare organizations, and medical journals have also contributed to publishing and
updating information about the virus, in terms of spreading, prevention and treatments.
However, because this problem is tied to the health and medical elements of human
existence, the transmission of information and misleading news about the virus via the
Internet and social media platforms has added another challenge to fight. Moreover, this
fake news had tragic aspects, such as harming the country’s economy, reducing people’s
trust in their governments, promoting certain products to make huge profits, and spreading
wrong tips and instructions for preventing and treating the virus [1]. For example, as
a result of the misleading news on social media platforms stating that consuming alcohol
reduces coronavirus infection, over 480 individuals died and 280 others were poisoned in
Iran, according to the independent [3]. In the United States, according to the Guardian [4],
a person died and his wife was injured after taking a drug that Trump declared a treatment
for coronavirus.

The term “Fake News” is defined in the literature as disinformation, misinformation,
scam, or rumor, which is news that is written to mislead the reader and make them believe
that it is factual and reliable [5]. There are two main types of fake news published on social
media: “Disinformation”, which is intentionally disseminated by people with bad inten-
tions. In the case of the COVID-19 pandemic, the disinformation blamed ethnic groups,
illegal immigrants, and even governments for spreading the virus. It seems that some polit-
ical groups want to sow chaos for political gain [6,7]. The other type is “Misinformation”,
which spreads innocently despite being untrue. Examples of misinformation about the
COVID-19 pandemic include misunderstanding of the virus, wishful thinking about false
cures, and fictional implications derived from how the virus is spread. This manifests via
speculation among well-meaning people who publish their opinion as fact [6,7].

Therefore, the search for a mechanism to detect and identify fake news on social media
platforms became a novel approach that attracted great attention. Fake news detection
is the task of evaluating the credibility of news and classifying it as “Fake or Real” [8].
Fake news detection methods can generally be categorized into (I) content-based detection
methods and (II) social-context-based detection methods [1].

Content-based detection methods [7,9] rely on extracting features from the news con-
tent (such as headlines, body text, images/videos, and news sources) for the classification
of news (fake/real). Generally, they can be categorized into (I) knowledge-based methods
and (II) style-based methods. Knowledge-based methods validate the news based on its
content, either by relying on human domain experts, such as journalists or scientists [10],
or by providing an automated system to evaluate the credibility of news. The style-based
methods rely on the writing style to determine and identify fake news because fake news
publishers have a certain writing style to influence consumer behavior to spread fake
news and convince a wide range of consumers. An example of this is posting a catchy
headline without reporting any useful information, such as “You’ll never believe what he
did!!!!!!!!!!!!!!!!!!!”. This type of headline arouses the curiosity of the reader who might click
to read the news [7,10].

Social-context-based detection relies on the information between the users and the
news [9]. Generally, they can be categorized into (1) stance-based methods and (2) propagation-
based methods [5]. Stance-based methods rely on the user’s viewpoints towards the social
media posts to evaluate the credibility of the news. The user’s stance can be represented
explicitly or implicitly [11]. Explicit stances are outright expressions of opinion or emotion,
such as reactions expressed on Facebook (Like, Dislike), while the implicit stances should be
extracted from posts themselves [7]. Propagation-based methods rely on the interrelations
between relevant social media posts to classify the news as Fake or Real [7].

The main contributions of this paper are: (i) Introducing a novel Fake news dataset,
“COVID-19 Fake News dataset”, which contains real and fake news data for the COVID-19
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pandemic and its vaccines. The dataset content has been collected from different English re-
sources, containing a wide variety of real and fake COVID-19-related news. The dataset has
no missing values. Researchers that want to create or evaluate different fake news detection
algorithms may find this dataset valuable. (ii) Proposing a fake news detection system that
can automatically identify and detect the fake news data for the COVID-19 pandemic using
several deep neural networks: (1) LSTM, (2) bi-directional LSTM, (3) CNN, and (4) hybrid
model of CNN and LSTM. The aforementioned deep learning methods successfully gen-
erated models with greater than 90% accuracy in detecting COVID-19-related false news;
nonetheless, comparisons suggested that CNN may be the AI developer’s preferred deep
learning algorithm on this dataset, because it created a more accurate model (94% accuracy).
This is in case the users are interested in the most accurate model.

This study shows the performance of models using a variety of evaluation metrics,
allowing users or AI developers to set up criteria or assign weights to the metrics based
on their importance, to choose the best model that fits the requirements or may rank
the models based on more than one metric. That being said, fake news detection might
potentially be handled via multi-criteria decisions making [12–15], in which users rank
deep learning models depending on their preferences, such as the most accurate model
with the highest F1 score and the shortest training time. One might prefer the models
that can be quickly updated with reasonable accuracy over the most accurate model that
needs a long time to be updated or retrained on a new dataset. We evaluate the models in
this study based on their prediction performance, where the CNN model shows the best
performance among others.

The paper is organized as follows: Section 2 discusses the related work. Section 3
presents the experimental dataset. Section 4 presents, in detail, the methodology we
followed in this research. Section 5 evaluates the deep learning algorithms’ performance
and discusses the results. Finally, Section 6 shows our conclusions and future works.

2. Related Works
2.1. Related Fake News Detection Methods

Recently, several deep neural networks have been proposed to detect fake news on
social media platforms.

Kumar et al. [16] evaluated several deep learning models (CNN, LSTM, and hybrid
models) to solve the fake news problem on social media platforms. The results showed
that the hybrid model, which consists of CNN + Bi-LSTM with an attention mechanism,
achieved the best accuracy of 88.78%. Rodríguez and Iglesias [17] applied three different
neural network models (LSTM, CNN, and BERT) for detecting and classifying fake news
on the Internet using the text features only. The models were evaluated using a dataset
consisting of 200,015 news articles classified as fake or real. The dataset contains many
features, such as titles, contents, publisher and author details, and image URLs, but only
titles and content features were used in their study. The highest accuracy was achieved by
the BERT model, which was around 97%. It proved that it is possible to detect and classify
fake news using text features only. Jiang et al. [18] proposed a framework using Bi-LSTM
deep learning models that classifies the news as fake or real. The proposed model was
evaluated using a fact-checking dataset. Moreover, they used various evaluation metrics,
such as accuracy, recall, F1 measure, and execution time, to demonstrate the efficiency of
the proposed model. The model achieved an accuracy of 99.82%, precision of 100%, and
recall of 100%. Umer et al. [19] proposed a hybrid deep neural network architecture to solve
the problem of identifying and detecting fake news on social media platforms. The hybrid
model combines the capabilities of CNN and LSTM models. They used two approaches to
reduce the dimensions of the feature vectors before passing them to the classifier, namely
Chi-Square and Principal Component Analysis (PCA). The model was evaluated using the
Fake News Challenges (FNC) dataset that contains news articles labeled into four categories
(Agree, Discuss, Disagree, and Unrelated). Non-linear features are fed to the PCA and
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chi-square and that provides more contextual features for the fake news detection task. The
results show that PCA outperformed Chi-square, with an accuracy of 97.8%.

Zhi et al. [20] believed that there are important factors that must be used in fake
news detection models, such as (1) important clues in the comments and (2) the sources of
news and data. Thus, they proposed a hybrid deep neural network based on CNN-LSTM
that has several features (such as news body, comments, news sources, and market data).
Moreover, they used the attention mechanism to extract important information from the
comments and make a list of the official websites to identify the source of the news. As
for the market dimension, for the financial products mentioned in the news, they get the
market price and check if the data in the articles are correct. The model was evaluated
using a dataset consisting of 8000 news samples collected from many financial sites. Each
sample contains a headline, content, source, and comment. The proposed models achieved
accuracy = 92.1%, precision = 88.9%, recall = 95.6%, and F1 score = 92.3. Wani et al. [21]
evaluated several deep learning models that are used in text classification tasks to detect
fake news, such as (1) BERT pre-trained model, (2) deep learning models based on CNNs,
and (3) LSTMs. These models rely on automatically capturing the linguistic and stylistic
features from news content, which can be used to determine the credibility of news. The
proposed models were evaluated using the “AAAI 2021 COVID-19 fake news dataset”. The
dataset contains 10,700 tweets and is labeled as (Fake/Real). The fake tweets were collected
from fact-checking websites, such as NewsChecker, PolitiFact, and Boom live, while the
verified Twitter handles were used to collect the real tweets. The results showed that the
BERT model outperforms other models, with a difference in the accuracy of about 3–4%.
The BERT models achieved an accuracy of 98.41%, while the baseline model achieved an
accuracy of 93.32%.

Abdelminaam et al. [22] proposed a modified LSTM (from one to three layers) and
modified GRU (from one to three layers) for detecting fake news related to coronavirus.
Moreover, they compared the proposed model’s performance with the performance of tradi-
tional machine learning models, such as Decision Tree Random Forest, Logistic Regression,
K Nearest Neighbor, Naïve Bayes, and Support Vector Machine. Two feature extraction
methods were used: N-gram and TF-ID, with a classical machine learning model and
word embedding with proposed deep neural networks. The results indicated a significant
improvement over the results of classical machine learning models and the ability to detect
fake news related to the coronavirus pandemic.

Similarly, Ajao et al. [23] evaluated and compared three deep learning algorithms
for detecting fake news messages published on Twitter; namely, LSTM, LSTMdrop, and
the hybrid model of LSTM and CNN. The findings showed that LSTM achieved the
best prediction performance (82% accuracy). Another hybrid model of CNN and RNN
(Recurrent Neural Network) was evaluated in [24]. While the CNN or RNN models could
perform well on fake news datasets, the hybrid model achieved better performance in fake
news prediction. Using a deep neural network and word embedding representation, the
model in [25] achieved 93.92% accuracy on a 10,700 record dataset. The comparison in
the study showed that deep learning outperforms other classical machine learning in fake
news detection.

2.2. Related Fake News Detection Datasets

We reviewed the most common datasets used for fake news detection tasks in terms
of news domain, sources, size, and language. This allowed us to demonstrate that: (1) most
of the current fake news datasets are collected in the English language, (2) most fake
news datasets are small, (3) the news in the datasets is mainly categorized as Fake or
Real, and (4) most datasets rely on manually labeled data. Wang [26] presented a novel
fake news detection dataset called “Liar”. Liar consisted of 12,800 manually labeled
statements in different contexts collected from Politifact.com. The Liar dataset is larger
than the other publicly available fake news datasets of a similar nature. Shu et al. [27] also
introduced a novel fake news dataset called “FakeNewsNet”, related to the United States’
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entertainment and political news. FakeNewsNet consists of two datasets with various
features, such as news content, social context, and spatial data. FakeNewsNet was labeled
as true/false by the experts. Moreover, they presented a full explanation of FakeNewsNet
from various perspectives and discussed its benefits for fake news detection on a social
media platform. Adali [28] introduced a novel fake news dataset called “BuzzFeedNews”.
It focused on political news posted on Facebook during the 2016 United States Presidential
Election. Full-text news articles were collected from nine Facebook pages and labeled
by five BuzzFeed experts. BuzzFeedNews consists of 1380 news articles related to the
United States election and candidates. BuzzFeedNews collected and labeled news into four
categories: 1090 mostly true, 64 mostly false, 170 mixed true and false, and 56 articles with
no factual information.

Riedel et al. [29] presented Fake News Challenges (FNC-1) fake news dataset. The
FNC-1 dataset consists of 75,385 headline and article pairs, labeled as Agree, Discuss,
Disagree, or Unrelated. FNC-1 is designed to classify the body of the articles and the claim
in the headline into one of four classes: Agree, if the headline agrees with the body text;
Disagree, if the headline disagrees with the body text; Discusses, if the headline and the
body text discuss the same topic; Unrelated, if the headline and the body text discuss
different topics. Barbado et al. [30] developed a “Yelp” fake news dataset by scraping
18,912 electronic reviews from four important cities: San Francisco, New York, Miami, and
Los Angeles. Yelp was labeled by Yelp’s filter as fake or trust. This study mainly focused
on detecting fake reviews related to the consumer electronics domain. “Getting Real about
Fake News” [31] is a fake news dataset collected by Kaggle. It consists of 12,999 fake
and real news articles and their metadata. “Getting Real about Fake News” was scraped
from 244 websites and annotated using the BS Detector Chrome extension (BS is a plug-in
that uses fake news sources as a reference and flags a webpage with a red banner if it is
considered questionable). The BS Detector was developed to validate online news articles
and give label output instead of human annotators.

Papadopoulou et al. [32] presented “FVC-2018”, a novel annotated fake news dataset.
It consists of Real and Fake videos collected from three platforms (YouTube, Twitter, and
Facebook), in addition to a set of Twitter posts sharing links with them. FVC-2018 provides
an annotated dataset of 380 user-generated videos, 200 debunked, and 180 verified, as well
as 5195 semi-duplicates of them. Table 1 summarizes some of the available datasets for
fake news detection.

Table 1. Summary of some datasets used for fake news detection.

Reference Dataset Content Domain Size Source Classes

Wang [26] Liar Text Politics 12,836 short
statements

PolitiFact
(Fact-Checking

website)

Mostly true, True,
Barely True, Half True,

False, Pants Fire

Shu et al. [27] FakeNewsNet Text,
images

Politics,
Society 422 news

PolitiFact and
GossipCop

(Fact-Checking
website)

True, Fake

Adali [28] BuzzFeed News
dataset Text Politics 2283 news

samples Facebook
Mostly true, Mixed

True, False,
Mixed False

Riedel et al. [29]
Fake News
Challenges

(FNC-1 dataset)
Text

Politics,
Society,

Technology
75,385 articles -

Agree, Disagree,
Discuss,

Unrelated

Barbado et al. [30] Yelp dataset Text Technology 18,912 reviews - Trust, Fake

Anoop et al. [31] Getting Real
about Fake News Text Politics, Arts,

Entertainment 12,999 posts 244 different
websites Fake, Real

Papadopoulou
et al. [32] FVC-2018 Videos, Text Society 380 videos and

77,258 tweets
YouTube,

Facebook, Twitter Fake, Real
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Table 1. Cont.

Reference Dataset Content Domain Size Source Classes

Ahmad et al. [33] Fake and real
news dataset Text Society 25,200 news

article
News website

and Kaggle Fake, Truthful

Duran et al. [34] Spanish fake
news corpus Text

Politics, Health,
Education, Economy,

Science, Security,
Sport, Entertainment,

Society.

971 news Different news
websites Fake, Real

3. Experimental Dataset

To serve the goal of this study, we created the COVID-19 Fake News dataset from
scratch, with a subset of the Zenodo dataset [35]. Dataset collection, dataset filtering,
dataset preparation and preprocessing are the three primary steps of the procedure used
to create the COVID-19 Fake News dataset. The stages utilized to build our dataset are
detailed in the subsections that follow.

3.1. Dataset Collection Stage

The accuracy of any detection system to classify fake news is highly dependent on
the quality of the dataset used in training the model and how these datasets describe the
facts that are relevant to that topic. For this reason, we used reliable resources to collect the
“COVID-19 fake News dataset “from the official accounts of global health organizations,
which make an effort to avoid instilling fear and horror in the public, such as WHO [36],
UN [37], UNICEF [38], and ICRC [39]. The real news data were collected by scraping all the
news about the COVID-19 pandemic and its vaccines from the websites of the World Health
Organization (WHO), International Committee of the Red Cross (ICRC), United Nations
(UN), and the United Nations Children’s Fund (UNICEF) and their official accounts on
Twitter. Table 2 shows the sources and the keywords used to search the COVID-19 real
news data.

Table 2. COVID-19 Real News Dataset.

Sources COVID-19 Pandemic and
Vaccine Keywords Data Collection Method

WHO website
UNICEF website

UN website
ICRC website

WHO on twitter
UNICEF on twitter

UN on Twitter
ICRC on Twitter

COVID-19, Coronavirus,
Novel Coronavirus,

2019-nCoV, nCoV, SARS-CoV-2, Pfizer,
Sinopharm, AstraZeneca, Moderna,

Covaxin, Janssen, CoronaVac, ZyCoV-D,
Convidecia, ZF2001, Sputnik V, Sputnik
Light, Abdala, ZF2001, EpiVacCorona,

Medigen, Soberana 02

(1) We developed our text
extraction program, and

(2) Twitter API [40].

The fake news data for the COVID-19 pandemic and its vaccines were collected as
follows. First, we used the API of Google Fact Check to collect the COVID-19 fake news data.
Google Fact Check Tools API allows users to get news and information from various fact-
checking websites, such as Snopes, PolitiFact, and FactCheck. We used the COVID-19 and
vaccines keywords to search and get the COVID-19 news that was labeled as fake from
different fact-checking websites. To address the issue of imbalance classes, we included
some examples from the Zenodo dataset, which is a COVID-19 false news dataset [41].
Table 3 shows the source, keywords, and collection method for the COVID-19 fake news.
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Table 3. COVID-19 Fake News Dataset.

Sources COVID-19 Pandemic and Vaccine
Keywords Data Collection Method

Fact-Checking website,
Zenodo dataset

COVID-19, Coronavirus,
Novel Coronavirus,

2019-nCoV, nCoV, SARS-CoV-2, Pfizer,
Sinopharm, AstraZeneca, Moderna,

Covaxin, Janssen, CoronaVac,
ZyCoV-D, Convidecia, ZF2001, Sputnik

V, Sputnik Light, Abdala, ZF2001,
EpiVacCorona, Medigen, Soberana 02

Google Fact-Check tool API

3.2. Dataset Filtering Stage

This stage was performed to filter and standardize our collected dataset. The processes
applied in this stage were:

1. Remove Duplicate Data: we verified the collected dataset and removed the redundant
news data. We used “drop_duplicates()” method in the panda python library to find
and remove duplicate data instances.

2. Dataset Standardization: because we collected our dataset from different sources, this
stage was performed to standardize our dataset by making the data fit into a standard
structure containing the following fields:

• ID: each news instance is given a unique id.
• Text (content): news content for COVID-19 and its vaccines.
• Publisher: WHO, ICRC, UNICEF, UN, PolitiFact, Snopes, Factcheck, etc.
• Label: Real or Fake.
• Language In this paper, we used the English language only.

3.3. Dataset Preprocessing Stage

The preprocessing stage is one of the most crucial processes in producing a clean
dataset, free of errors, redundancy, and missing values [42]. In our collected dataset, the
real and fake news texts contained irrelevant information, such as punctuation marks,
special characters, links, hashtags, and user mentions. Therefore, pre-processing is required
to facilitate the analysis process, reduce the required memory space, and shorten the
training/testing time. The data preprocessing was achieved using Natural Language
Toolkit (NLTK) [43] and python regular expressions, as follows:

1. Dataset Cleaning: each dataset instance is tokenized and then applied with regular
expressions to remove all punctuation, links, hashtags, symbols, repeating text, and
non-English alphabets.

2. Stop Words Removal: removing stop words, which are functional words that do not
have any necessary information when analyzing the text, including propositions,
pronouns, and conjunctions.

3. Word Lemmatization: removing the suffix or prefix from words to avoid redundant
patterns. WordNet Lemmatizer was used to perform the Word Lemmatization process.

4. Methodology

Our approach uses deep neural networks to classify the COVID-19 news into Real
news/Fake news. Figure 1 shows the general framework of our proposed fake news
detection system. The methodology pipeline consists of four stages. In the first stage,
COVID-19 real news data were collected from independent and internationally reliable in-
stitutions on the web: the World Health Organization (WHO), the International Committee
of the Red Cross (ICRC), the United Nations (UN), the United Nations Children’s Fund
(UNICEF), and their official accounts on Twitter. Further the fake news data were collected
from different fact-checking websites (such as Snopes, PolitiFact, and FactCheck). After
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that, we cleaned the dataset from noise and errors and removed duplicate instances. The
second stage is embedding—where the news data are embedded using GloVe pre-trained
word embedding. The third stage involved training several deep neural networks (LSTM,
BiLSTM, CNN, and a hybrid of CNN-LSTM) to detect and identify fake news related
to the COVID-19 pandemic. The last stage is the classification and evaluation stage of
COVID-19 news (Real/Fake) models using an unseen testing dataset. Figure 1 shows the
fake news detection framework, and the following subsections explain our methodology
in detail.
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4.1. Dataset Preparation and Integration

Based on the keywords in Tables 2 and 3 above, and after the COVID-19 real and
fake news data from different sources were indexed, cleaned from non-English characters,
numbers, hashtags, emojis, repeating text, user mentions, links, and punctuation, and
standardized in a uniform format, 21,379 news data were available, where 80% of them
were dedicated to the training and 20% for use in the testing phase. Table 4 shows the
final class distribution and the number of news instances for the COVID-19 Real and Fake
News dataset.

Table 4. News instances and class distribution used in the training and testing set.

Dataset Real Fake Total

Training dataset 9179 7924 17,103
Testing dataset 2186 2090 4276

Total 11,365 10,014 21,379

4.2. Converting Text to Vectors Using Pre-Trained Embeddings

In NLP, word embedding is considered the best representation of words. This is
because it plays an important role in improving the overall accuracy, especially when using
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deep neural networks, as it can capture the semantic and syntactic relationship between the
words that are represented as a vector space. There are several pre-trained word embedding
models that can be used, but the best and most popular ones are Word2Vec and GloVe. In
this paper, we chose the GloVe pre-trained word embedding to prepare and transform the
training and testing dataset into a representation that a classifier can comprehend. First, we
used the tokenizer function to divide the text into words and encoded it into a sequence
of integers. Then, we applied the pad sequences, which post padded the sequences and
made all of them have the same length. Finally, the sequences are trained using the GloVe
pre-trained word embedding layer. The output produced is an “embedding matrix”, which
is used for the training of deep learning models.

4.3. Deep Neural Networks for Fake News Detection

To detect the fake news related to the COVID-19 pandemic and its vaccines, several
deep learning models were implemented, including LSTM, bi-directional LSTM, CNN, and
the hybrid model of CNN and LSTM.

4.3.1. Long Short-Term Memory Networks (LSTM)

LSTM is a type of Recurrent Neural Network (RNN) that overcomes the vanishing
gradient problems that occur in the RNN model. LSTM can remember information for long
periods, using a memory unit called “cell state”, which is the core of the LSTM network.
LSTM can remove or add information to a cell state through carefully designed structures
called “gates”. Each cell state consists of three gates (the input gate, the forget gate, and the
output gate). Gates can learn relevant information to maintain or forget information from
the cell state during training. The input gate is used to update a cell state by defining what
new information will be entered from the current input into the cell state. The forget gate
decides what important information to keep and what unnecessary information to remove
before merging with the cell state. The output gate determines the output from the memory
cell. We implemented the LSTM model to classify the COVID-19 news as follows. We
passed the input as a sequence of words through an embedding layer, which converts each
word to its respective embedding vector using GloVe pre-trained word embedding. The
output produced by the embedding layer is an “embedding matrix”, which is passed to the
LSTM unit for computation. The common LSTM unit consists of a memory cell, an input
gate, an output gate, and a forget gate, which can remember the flow of information. The
output from the LSTM unit is fed into a single sigmoid neuron, which can output the class
of the given news as Fake or Real [44].

4.3.2. Bi-Directional Long Short-Term Memory Networks (Bi-LSTM)

Bi-LSTM is an improvement on the traditional LSTM that can improve the efficiency of
the model by training two separate LSTMs. Bi-LSTM consists of two LSTMs: front-to-back
LSTM, which processes the input sequences from front-to-back, and back-to-front LSTM,
which processes the input sequences from back-to-front [45]. Thus, the input sequence will
process in both directions at the same time. We implemented the bi-LSTM model to classify
the COVID-19 news as follows. First, we passed the input as a sequence of words through
an embedding layer. The embedding layer converts each word to its respective embedding
vector using GloVe pre-trained word embedding. The output produced an “embedding
matrix”, which was passed to two LSTM units: (1) front-to-back LSTM and (2) back-to-front
LSTM. Then, the outputs from the LSTM units were concatenated. Finally, the output is fed
into a single sigmoid neuron, which can output the class of the given news as Fake or Real.
Figure 2 shows our implemented architecture of the bi-LSTM Model.
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4.3.3. Convolutional Neural Networks (CNN)

A convolutional neural network (CNN) is a type of feed-forward artificial neural net-
work [46]. CNN achieved amazing results in the computer vision fields and many natural
language processing (NLP) tasks, such as sentiment analysis [47], fake news detection [48],
spam detection [49], sentence modeling [50], and many other related tasks. A CNN has
one or more hidden layers, which can extract features from the input (image, audio, video,
text) and a fully connected layer to produce the desired output. The CNN mainly consists
of three types of layers: The convolution layer (CONV) applies a set of filters that can
identify and recognize features or characteristics in the input (image, audio, video, text).
The output from this layer is a feature map, which determines the positions and depths of
the features in the input by multiplying the filter “set of weights” with the input matrix.
The most important parameters used by the convolutional layer are (1) the number of
kernels and (2) the size of the kernels. The Pooling layer (downsampling layer) reduces the
dimension of the feature map by applying max-pooling or average-pooling functions. The
fully connected layer (classification layer) is the last layer added at the end of the model. It
is used to show and predict the final output by using the sigmoid activation function (for
binary classification) or the softmax activation function (for multi-class classification) to
compute the class scores. Finally, the output layer presents the class label [51].

Our proposed CNN model is composed of two convolution blocks. Each block con-
sists of a single Conv-1D and a max-pooling layer. We implemented the CNN model as
follows. First, we passed the input as a sequence of words through an embedding layer
that converted each word to its respective embedding vector using GloVe pre-trained word
embedding. The output produced is an “embedding matrix”, which is passed to two con-
volution blocks. Each convolution block consists of a (1) convolution layer where the local
features are extracted, and a (2) max-pooling layer, where the feature vectors extracted from
the convolution layer are reduced. Finally, the output is fed into the fully connected layer
with a dropout rate of 0.3 to reduce the overfitting, which performs a news classification as
Fake or Real. Figure 3 show the implemented architecture of the CNN model.
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4.3.4. Hybrid Model (CNN and LSTM)

The hybrid model composed of CNN and LSTM uses the CNN capabilities, to extract
the local features and the LSTM capabilities to learn the long-term dependencies. First, we
passed the input as a sequence of words through an embedding layer that converts each
word to its respective embedding vector, using GloVe pre-trained word embedding. The
output produced is an “embedding matrix”, which is passed to the convolutional layer
(Conv1D) to extract the local features. The output produced is “large feature vectors” which
feed into the max-pooling layer. This layer is responsible for downsampling the feature
vectors and reducing the number of parameters (reducing the dimensionality of CNN
output). Then the feature maps generated by CNN are fed as the input for the LSTM layer,
which uses these features to learn the long-term dependent features of the news. Finally,
the output generated by the LSTM layer “trained feature vectors” is fed into a sigmoid
neuron, which obtains the class of the given news as Fake or Real. The CNN-LSTM hybrid
architecture that was implemented is shown in Figure 4.
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4.4. Hyperparameter Tuning

Different hyperparameters affect the performance of deep learning models, such as
activation functions, optimizers, number of epochs, batch size, learning rates, and dropout
rates. Because there are a large variety of hyperparameters that can be used, we conducted
many experiments to choose the optimal hyperparameters for our models using a simple
grid search. Tables 5 and 6 show the best hyperparameter values of our deep learning
models that achieved the best classification results.

Table 5. Hyperparameters for LSTM and bidirectional LSTM models.

Hyperparameter Value (LSTM) Value (Bidirectional
LSTM)

Values Examined by
Grid Search

Learning rate 0.00001 0.00001 0.01, 0.001,
0.0001, 0.00001

Batch size 64 64 32, 64, 128
Loss function Binary cross-entropy Binary cross-entropy -

Activation function Sigmoid Sigmoid -
Optimizer Adam Adam -

Number of epochs 25 25 10, 15, 20, 25, 30, 35,
40, 45, 50

Dropout rates 0.2 0.1 0.1, 0.2, 0.3, 0.4, 0.5

Table 6. Hyperparameters for CNN model and Hybrid (CNN and LSTM) model.

Hyperparameter Value (CNN) Value (Hybrid CNN
and LSTM)

Values Examined by
Grid Search

Number of filters 64, 128 32 32, 64, 128
Kernel size 2 2 -
Batch size 32 64 32, 64, 128

Loss function Binary cross-entropy Binary cross-entropy -

Learning rate 0.00001 0.00001 0.01, 0.001,
0.0001, 0.00001

Activation Function Sigmoid, Relu Sigmoid, Relu -
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Table 6. Cont.

Hyperparameter Value (CNN) Value (Hybrid CNN
and LSTM)

Values Examined by
Grid Search

Optimizer Adam Adam -

Number of epochs 30 20 10, 15, 20, 25, 30, 35,
40, 45, 50

Dropout rate 0.3 0.4 0.1, 0.2, 0.3, 0.4

5. Evaluation and Result Analysis
5.1. Evaluation Metrics

We evaluated the performance of our fake news detection models from various per-
spectives, using a set of evaluation metrics derived from the confusion matrix.

5.2. Results Analysis

To classify COVID-19 news as Fake/Real, various experiments were conducted to
build an accurate fake news detector. We trained a set of deep learning models that are
capable of detecting COVID-19 fake news using word embeddings on the COVID-19 Fake
News dataset. Each implemented model uses different sets of hyperparameters, such as
batch size, loss function, learning rate, and the number of hidden units.

We used the confusion matrices for each implemented deep learning model shown in
Tables 7–10 to evaluate the performance of our models.

Table 7. Confusion matrix for LSTM model.

Predicted Real News Predicted Fake News

Actual Real News 2069 198
Actual Fake News 194 1815

Table 8. Confusion matrix for bidirectional LSTM model.

Predicted Real News Predicted Fake News

Actual Real News 2129 182
Actual Fake News 197 1768

Table 9. Confusion matrix for CNN model.

Predicted Real News Predicted Fake News

Actual Real News 2168 127
Actual Fake News 121 1860

Table 10. Confusion matrix for hybrid model (CNN and LSTM).

Predicted Real News Predicted Fake News

Actual Real News 2121 197
Actual Fake News 136 1822

The performance obtained from different deep learning models using the COVID-
19 Fake News dataset is shown in Table 11. The results show that the CNN model outper-
forms the other models with the best accuracy of 94.2%, precision of 5.8%, miss rate of 5.5%,
and FPR = 6.1%.
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Table 11. Evaluation of deep learning models for COVID-19 Fake News detection.

Deep Learning Model
Evaluation Metrics (%)

Accuracy Precision Recall F1-Score Specificity Error Rate Miss Rate FPR

LSTM 90.8 90.2 90.3 90.3 90.3 9.2 8.7 9.7
Bidirectional LSTM 91.1 90.7 90.0 90.3 90.0 8.9 7.9 10.0

CNN and LSTM (Hybrid) 92.2 90.2 93.1 91.6 93.1 7.8 8.5 6.9
CNN 94.2 93.6 93.9 93.7 93.9 5.8 5.5 6.1

CNN and LSTM (Hybrid)
without preprocessing steps 85.0 82.8 85.3 84.0 84.2 15.0 14.5 14.7

To avoid the overfitting and underfitting problems, we used the early stopping tech-
nique [52] and the dropout layer with the deep learning models during the training process.
The overfitting problem occurs when training the model using too many epochs, thus,
making the model fail to predict when differences occur, while the underfitting problem
occurs when training the model using too few epochs, thus, making the model unable to
learn enough from the features obtained from the data. Figures 5–8 show the training and
validation loss values at the end of the training process for each model. As shown in the
Figures, all models have been trained without overfitting and underfitting problems.
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6. Conclusions and Future Works

Fake news detection from the text is a challenging task and has many applications.
In this paper, a set of deep learning models (LSTM, bi-directional LSTM, CNN, and hy-
brid model of CNN and LSTM) were developed to detect and identify fake news for the
COVID-19 pandemic from the Internet and social media platforms. The deep learning
models were developed at the word level using GloVe pre-trained word embedding fea-
tures, with different sets of hyperparameters, such as batch size, loss function, learning
rate, and the number of hidden units to classify the COVID-19 news as Fake/Real. The
“COVID-19 Fake News” dataset was used to evaluate the deep and machine models for this
task. The “COVID-19 Fake News” dataset, consists of real and fake news data about the
COVID-19 pandemic. The real news data were collected from internationally reliable and
independent institutions on the web, while the fake news data were collected from different
fact-checking websites. The evaluation results showed that the CNN model outperforms
the other deep neural networks with the best accuracy of 94.2%, precision of 93.6%, recall
of 93.9%, F1-Score of 93.7%, specificity of 93.9%, error rate of 5.8%, miss rate of 5.5%, and
FPR of 6.1%.

For future work, we plan to use transformers, such as BERT, XLNet, XLM, and ULMFiT,
to build our detection models. Further, we plan to extend the “COVID-19 Fake News”
dataset to include more COVID-19 news data from different languages. In addition, we
will explore additional methods to extract other features that will be useful in improving
the overall performance.
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