Curated Dataset for Red Blood Cell Tracking from Video Sequences of Flow in Microfluidic Devices
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Abstract: This work presents a dataset comprising images, annotations, and velocity fields for benchmarking cell detection and cell tracking algorithms. The dataset includes two video sequences captured during laboratory experiments, showcasing the flow of red blood cells (RBC) in microfluidic channels. From the first video 300 frames and from the second video 150 frames are annotated with bounding boxes around the cells, as well as tracks depicting the movement of individual cells throughout the video. The dataset encompasses approximately 20,000 bounding boxes and 350 tracks. Additionally, computational fluid dynamics simulations were utilized to generate 2D velocity fields representing the flow within the channels. These velocity fields are included in the dataset. The velocity field has been employed to improve cell tracking by predicting the positions of cells across frames. The paper also provides a comprehensive discussion on the utilization of the flow matrix in the tracking steps.
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1. Introduction

Scientists need information on the structure and behavior of individual cells for various tasks, such as creating models, validating experiments, and making predictions. Previously, data was obtained through bulk measurements, but advances in technology have made single-cell analysis possible through methods such as single-cell sequencing, improved imaging, and microfluidics. High-throughput single-cell analysis offers both accuracy and large amounts of data, but analyzing this data, especially image segmentation and cell tracking, remains mostly a manual and time-consuming process.

Algorithms that automate the detection and tracking of cells with minimal human intervention would greatly increase the productivity of biologists and the availability of data. Cell tracking [1] provides information on cell behavior, cell lineage, and cell morphology [2], and can help investigate correlations between diseases and abnormal cell behavior [3]. Cell tracking involves accurately segmenting cell boundaries, tracking cell movements over time, determining cell velocity and trajectory, and detecting changes in cell lineage due to cell division or death. However, this task is complicated due to low-resolution images, small cell size, similarity of cells, and the fact that cells are in reality 3D but are only captured in 2D. Existing cell tracking algorithms can be divided into two groups: contour matching methods [4,5] and cell detection and tracking methods [6,7]. The latter group is the focus of this discussion.

In this work, we provide a dataset that can be used for benchmarking the cell detection and cell tracking algorithms. Details about the dataset availability are given in Supplementary Materials section. The dataset contains two video sequences of a laboratory experiment recording the flow of red blood cells (RBC) in microfluidic channels. Part of the image sequence is annotated with bounding boxes around the cells and with the definition of tracks of individual cells across the video sequence. The dataset contains around...
20,000 bounding boxes and 350 tracks. Furthermore, we present a broader discussion about using the flow matrix in the tracking of steps. A flow matrix is a vector field that gives the velocity profile of the fluid flow in which the cells are immersed, and as such it could give significant information about how the cells propagate from frame to frame.

1.1. Cell Detection

The cell tracking problem can be divided into two parts: cell detection and cell tracking. Cell detection, the first part, is well understood and has been solved by various methods. Among traditional methods (i.e., those that do not use the methods of deep learning), the so-called Hough transform has been successively used to detect the cell centers [8,9]. Another example is the level set method, where the boundary of a cell is represented by a zero-level set of 3D functions and the evolution of such contours is tracked [10]. Traditional methods also use different strategies to enhance the results, for instance, finding uniform areas, boundaries, or identifying bright spots and maxima at low resolution [11]. To segment the cell boundaries, image features are computed such as simple pixel or voxel intensities, their local averages, or more complex local image descriptors of shapes or textures. These features are then utilized using different principles such as thresholding [3] and edge detection [12]. For a recent comprehensive overview of other traditional methods for cell detection we refer to [13].

Deep machine learning is quite common in computer vision. Convolutional neural networks (CNN) outperform a lot of traditional methods in different tasks, for example, image classification [14], object recognition [15], detection, segmentation, and region extrapolation [16]. Object detection makes use of convolutions to effectively capture crucial features in images. Therefore, making use of existing CNN frameworks is valuable because it has the potential to boost the base performance of these techniques in the near future.

This work presents a dataset consisting of annotated frames of two video sequences. This dataset has been used in [17], where the author implemented a conventional image processing algorithm for the first video in the dataset, detecting the centers of the cells. The algorithm sequentially applied a background subtraction method, canny edge detection, a Hough transform, and thresholding. The Hough transform created dense clusters of high-intensity points, where centers of shapes are located; see Figure 1. This algorithm, however, required expert input to tune the parameters and did not achieve sufficient results.

![Figure 1. Conventional cell detection. From left to right: original figure, background subtracted, after Hough transform, threshold applied, centers indicated in the original figure.](image)

To avoid the need for expert input for parameter tuning, convolutional neural networks have been used to detect the cells. In [18], a thorough analysis of the performance of three CNN architectures on the problem of cell detection was presented: Faster RCNN [16], R-FCN [19], and SSD[20]. Faster RCNN and R-FCN provided similar results, whereas SSD performed worse than the other architectures. These frameworks were tested on a dataset comprised of 200 frames of the first video from the dataset, which amounted to about 8000 positives RBC samples and about 80,000 negative background samples. The best results were obtained using the Faster RCNN framework, which provided 98.3% precision and 88.8% recall.

1.2. Cell Tracking

Conventional cell tracking algorithms depend on the outcome of the cell detection process. To link the detected cells across multiple frames into trajectories, these algorithms typically employ probabilistic methods to establish temporal relationships between the
segmented cells [7,21]. This can be achieved by either using a two-frame or multiframe sliding window, or even for all frames at once.

With the advent of deep machine learning has come great advances in visual object tracking [22]. However, tracking cells with visual tracking methods such as Siamese tracers [23] is very challenging. This difficulty is mainly due to the high density of blood cells in a 3D environment as well as their high visual similarity. Therefore, the utilization of CNN in the cell tracking step is not as widespread. Most cell tracking algorithms that employ deep learning do make use of CNN in the first step of the process, which is cell detection. In cell linking algorithms they use, for example, a min-cost flow solver [24]. The number of works that use CNN in the tracking step is limited. In [25], the authors use CNN to predict cell distance maps and novel neighbor distance maps that are subsequently used as input for a watershed post-processing. In [26], the author designed a CNN that combines kernelized correlation filters for tracking. Although the idea is sound, the reported results are mediocre. This line was not pursued further. In [27], the authors propose a cell tracking method composed of, first, the particle filter model to produce a set of candidate bounding boxes, then, second, a trained observation model provides the confidence probabilities corresponding to all of the candidates and selects the candidate with the highest probability as the final prediction. Finally, a multi-task observation model is use for the variation of the tracked cell over the entire tracking procedure. This procedure considers single-cell tracking and does not solve multi-object tracking.

In recent work [28], the authors devised a deep learning method and published a dataset for benchmarking of the cell tracking algorithms. This dataset however contains very low velocity motions of the cells. A similar attempt was made in [29], where the authors employed an innovative approach of machine learning to perform cell tracking and lineage reconstruction. The dataset used in this work contains time-lapse movies of Escherichia coli cells trapped in a microfluidic device for long-term single-cell analysis. The cells move very little during these time-lapse movies which makes high fidelity results possible.

Tracking of cells in a micro-flow within microfluidic devices is a specific task. The cells are generally moving with high velocities, their shape can change, and the direction and velocity of flow changes as well. These flow properties are particularly challenging and have not been tackled by CNNs at either the detection or tracking level. The dataset presented in this work has been used for conventional cell tracking [17,18]. Conventional cell tracking algorithms rely on linking positions of cells from one frame to another using geometrical and physical information including the current cell velocity. The direction of a cell is influenced by two factors. The first factor is the previous history of a cell, i.e., its velocity over time, and the second factor is the behavior of the fluid. While the former is fairly trivial to compute from previous tracked bounding boxes, the latter can heavily change the predicted new position.

In [17,18], the conventional cell linking algorithm was performed in three steps.

1. **First simple pass-through** The task of this method is to create initial tracks on the basis of a simple condition: If detected cells are in two consecutive frames and they are closer than a given threshold \( r \), they are linked to one track. Another criterion for the connection is that there is exactly one cell in the next frame within distance \( r \).

2. **Flow matrix creation** The flow matrix of an image stores the velocity profile that can be used for identification of the cell’s next frame position. The idea behind the use of a flow matrix is that the channel in which the cells are flowing is fixed and therefore the movement of a cell can be approximated by the movement of cells that passed through the same location before or by the movement of the fluid.

3. **Second complex pass-through** After the first pass-through, there can be many gaps in tracks between the previous frame and the next frame which will cause fragmentation of the tracks. The second pass-through serves to bridge the possible gaps. Dealing with gaps in detection is pretty straightforward, one can estimate the future position
of a cell by computing its proposed position from the flow matrix in the first missing gap, and then the next missing gap, up to the gap maximum.

The results of this algorithm, presented in [18], show that the detected tracks are significantly shorter than the true tracks. The average length of the true tracks in the first video is 139 frames, while the above conventional algorithm gives an average length of 59 frames. This determines the fragmentation of the true tracks to be 2.3 fragments per track on average.

2. Dataset

The dataset contains two videos. The first video contains a recording of the flow of a cell suspension in a U-shaped channel, the direction of the flow is from right to left; see Figure 2, left. Cells near the channel borders move slowly and cells in the channel center may move faster, depending on how deep they are suspended. Detailed pictures of several cells are shown in Figure 3. The second video shows the flow of a cell suspension in a channel that is constricted by four horizontal obstacles creating three narrow slits with different widths; see Figure 2, right. Cells travel from left to right. Some cells enter the constrictions and, highly deformed, they travel through the constriction. Some cells avoid the constrictions. For clarity, we define the Cartesian axes $x, y, z$ such that both videos depict the $xy$ plane. When referring to depth, we mean the dimension in the $z$-axis.

![Figure 2. Examples of bounding box annotations. U-shaped channel (left) and channel with slits (right).](image)

![Figure 3. Examples of cells in the U-shaped channel video.](image)

2.1. U-Shaped Channel

The rectangle depicted in the video frames has physical dimensions of 400 $\mu$m width and 225 $\mu$m height. The frame resolution is $1280 \times 720$ px, which gives the transformation $1 \text{ px} = 3.2 \mu m$. The physical dimensions of the channel are 32 $\mu$m width and approximately 156 $\mu$m, the length of one side of the U-shape. The depth of the channel is 32 $\mu$m and the cross-section is thus a square. The optics of the microscope is focused to the middle of the channel depth which results in blurred cells that flow above or beneath the plane of focus. The laws of fluid dynamics state that the fluid (and thus the cells as well) has the highest velocity in the middle of the channel’s cross-section. Therefore, the cells appearing at the channel walls have low velocity. Cells that appear in the middle of the channel may flow in different fluid depths and thus may have different velocities. Those having a $z$-coordinate close to 16 $\mu$m travel fast, while those with a $z$-coordinate close to 0 or 32 $\mu$m travel slowly. This results in possible overlapping of the cells as depicted in Figure 3, on the left.

The maximal velocity of the fluid will be achieved in the middle of the channel. Since cells flow freely with no obstacles, the maximal fluid velocity may be determined from the maximal velocities of the flowing cells. Considering the 20 fps frame rate in the video
and the maximal distance between the cells in consecutive frames, we can determine the maximal velocity in the channel to be around $11 \text{ px/frame} = 11 \times 20/3.2 = 68.75 \text{ µm/s}$.

2.2. Channel with Slits

The rectangle depicted on the video frames has dimensions of $107.8 \times 107.8 \text{ µm}$. The frame resolution is 512 px, which gives the resolution $4.75 \text{ px} = 1 \text{ µm}$. The physical dimensions of the channel are $107.8 \text{ µm} \times 85 \text{ µm}$. The depth of the channel is only $6 \text{ µm}$ and the cells are thus forced to have their main plane semi-parallel to the $xy$-plane. In the channel there are four obstacles forming three slits with different widths of $2.52 \text{ µm}$, $3.16 \text{ µm}$, and $3.79 \text{ µm}$. Here, the maximal velocity of the fluid will be reached in the slits but only when the slits are not occupied with cells. Therefore, the maximal velocity of the fluid will not coincide with the maximal velocities of the cells. In the wide portions of the channel, cell velocities coincide with the average velocity of the fluid. Typical values are 20 to 30 px/frame. Considering the 29.87 fps frame rate in the video and the maximal distance between the cells in consecutive frames, we have typical velocities of cells in wide portions of the channel of around $20 \text{ px/frame} = 20 \times 29.87/4.75 = 125 \text{ µm/s}$ to $188 \text{ µm/s}$.

2.3. Annotated Images

The dataset contains annotations of bounding boxes around the cells and information about the cell tracks; see Figures 2 and 4. The first video has a resolution of $1280 \times 720$ px, with about 50 RBCs per frame on average and the RBCs are 25 px to 35 px in size on average. The second video has a $512 \times 512$ px resolution, has about 35 RBCs per frame on average, and the RBCs are 45 px to 55 px in size on average. More detailed information about the dataset videos is given in Table 1.

![Figure 4. Tracks visualized in U-shaped channel (left) and in channel with slits (right).](image)

Table 1. Comparison of the two datasets. Note that cell sizes are different and tracks are also fundamentally shorter.

<table>
<thead>
<tr>
<th></th>
<th>Total Frames</th>
<th>Annotated Frames</th>
<th>Bounding Boxes</th>
<th>Tracks</th>
<th>Average Cell Width (px)</th>
<th>Average Cell Height (px)</th>
<th>Average Track Length</th>
<th>Track IDs with Still Cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-shaped channel</td>
<td>2992</td>
<td>300</td>
<td>15,137</td>
<td>84</td>
<td>25.0</td>
<td>24.4</td>
<td>180.2</td>
<td>7, 20, 35, 41</td>
</tr>
<tr>
<td>Channel with slits</td>
<td>239</td>
<td>150</td>
<td>5730</td>
<td>268</td>
<td>39.2</td>
<td>38.9</td>
<td>21.4</td>
<td>267</td>
</tr>
</tbody>
</table>

The tracking part of our dataset is composed of bounding boxes connected into tracks. Both our videos are annotated, the first containing tracks with 176.9 frames on average and the second containing tracks with 18.8 frames on average. Both videos demonstrate completely different behavior of the cells and model the required task well.

The annotations (bounding boxes and tracks) are stored in one XML file per video. Root element data contains two elements metadata (with some general information) and images. Element images contains as many elements image as there are frames in the video. Each element image contains two elements: src (containing the relative path to the image file) and boundingboxes (having as many elements boundingbox as there are
annotated cells in that particular image frame). Element `boundingbox` carries information about the coordinates of the upper left corner of the bounding box and its width and height \((x_{\text{left_top}}, y_{\text{left_top}}, \text{width}, \text{height})\). Additionally, it has element `class_name`, which holds the identification of the track \((\text{track_id})\) which that particular cell belongs to. An example of an XML file for a toy-video containing only two frames from Figure 5 is depicted in Figure 6.

![Figure 5](image1.png)

**Figure 5.** Annotations of bounding boxes and two tracks on two consecutive frames (left and right) from the channel with slits.

![Figure 6](image2.png)

**Figure 6.** Example of XML annotations file of a toy-video with two frames from Figure 5.

Annotations of bounding boxes and the tracks were obtained using in-house annotation software, version number 1.4.1.

### 2.4. Flow Matrices

Flow matrices contain information about the fluid flow in the channels. In the dataset, we provide data obtained from the CFD simulation using the PyOIF package version pyoif-v2.1 [30] of the ESPResSo [31] scientific software, available at [32]. PyOIF is capable of modeling a flow of a fluid in microfluidic channels with complex geometries and has been used in numerous computational works [33–36]. We set up two simulations, one for each video, with specific channel geometries as described above in Sections 2.1 and 2.2. The inlet conditions were set so that they corresponded to the maximal flow velocity in the U-channel and to the typical flow velocity in the wide sections of the channel with slits.

The CFD simulation is a full 3D simulation with a 3D velocity field. However, the flow in the \(z\)-axis is laminar and all velocity vectors have a negligible \(z\)-component. Therefore, it is sufficient to provide a 2D velocity field defined on an \(xy\)-cross-section of the simulation box. We decided to cut the simulation box by a plane parallel to the \(xy\)-plane in the middle of the \(z\)-dimension where the fluid velocity is maximal. Illustrative figures of flow matrices are depicted in Figure 7. A flow matrix, as a 2D vector field, is given by providing information about the datapoints. One datapoint contains the \(x\)- and \(y\)-coordinates of a pixel and the corresponding velocity vector \((u, v)\). Data for both flow matrices are given in a csv file containing four rows of comma separated values. The first and second rows contain the \(x\)- and \(y\)-coordinates of all the datapoints. The third and fourth row contain values for the \(x\)- and \(y\)-coordinates of the corresponding velocity vector. Such a format can be easily visualized by, e.g., MATLAB or Python.
3. Discussion

This dataset contains annotations of flowing cells, so even if a cell is a bit damaged but travels through the channel, the dataset does contain its bounding boxes and track ID. Further, if a cell is physically under or above the microscope’s focus depth (so the cell is blurred, but still visible), the dataset still contains its annotations. Some cells become invisible on several frames during their travel through the channel. This is due to the cells sinking out of focus completely so that they are undetectable on individual frames. Or, they may be hidden behind other cells. On these frames, such cells are not annotated, however, as soon as the cells reappear, they receive the same track ID as before. This is useful when an algorithm attempts to fill in the gaps in tracks. There are several still cells in the videos that are not moving, for example, because they are attached to the channel surface. The dataset contains bounding boxes of such cells, and a track ID is assigned to them, namely, in the U-shaped channel we have four still cells with track IDs 7, 20, 35, and 41. In the channel with slits, we have only one still cell, with the track ID 267. We also included cells that are located at the edge of the frame and are not displayed as a whole, but only in part. We believe that this might be useful for testing of incomplete cell detection. In case the users of the dataset do not wish to include such cells, they can easily filter them out using the distance of BBOX from the edge of the frame.

4. Conclusions

The provided dataset has been used in several studies for the development of conventional cell detection and cell tracking algorithms [37], for comparison of different neural network approaches for cell detection [18], and for linking of segmented tracks using neural networks [38]. The dataset can be used for benchmarking any cell tracking or cell detection algorithms, such as those presented in [39,40]. A unique feature of the provided dataset is that it contains a flow matrix. This enables new approaches to cell tracking that use fluid flow information in conjunction with image information. In addition, the dataset can also be used to validate fluid flow estimation from image data or to solve sub-tasks such as cell movement prediction. The availability of the whole video files makes it possible to extend the dataset with annotations of further frames.
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