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Abstract: Large language models (LLMs) are trained using large datasets and may be applied to
language-based tasks. Studies have demonstrated their ability to perform and pass postgraduate
medical examinations, and with the increasingly sophisticated deep learning algorithms and incorpo-
ration of image-analysis capabilities, they may also be applied to the Specialty Certificate Examination
(SCE) in Dermatology. The Dermatology SCE sample questions were used to assess the performance
of five freely available and high-performance LLMs. The LLMs’ performances were recorded by
comparing their output on multiple-choice questions against the sample answers. One hundred
questions, four of which included photographs, were entered into the LLMs. The responses were
recorded and analysed, with the pass mark set at 77%. The accuracies for Claude-3.5 Sonnet, Copilot,
Gemini, ChatGPT-4o, and Perplexity were 87, 88, 75, 90, and 87, respectively (p = 0.023). The LLMs
were generally capable of interpreting and providing reasoned responses to clinical scenarios and
clinical data. This continues to demonstrate the potential of LLMs in both medical education and
clinical settings.
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1. Introduction

Artificial intelligence (AI) is being progressively integrated into healthcare to stream-
line workflow and assist with clinical decision-making [1,2]. Among these are large
language models (LLMs), which are now increasingly popular among both healthcare
professionals and the public alike. These models utilise deep learning algorithms and
multi-layered neural networks to learn from large amounts of text and generate human-like
conversations and responses. Many models are now available to the public, with little to
no upfront costs. Commercially available models, like ChatGPT, Gemini, and Perplexity,
all provide free access to their base models while more powerful models require subscrip-
tions. Open-sourced alternatives, including Mixtral and Llama, are often less powerful but
can be used freely under open-access licenses. Together, the explosive interests in LLMs
and artificial intelligence have driven rapid advancements that offer great potential to
improve healthcare.

Despite being trained on large amounts of data from the Internet, which included
academic resources, their role in education and medical practice continues to be investi-
gated [3,4]. These models may be used by both laypersons and professionals to produce
insight into medical problems and potentially replace search engines which merely index
and curate resources. While the use and implications of AI in real-world clinical settings
remain controversial, the breadth and depth of its training data provides great potential to
augment medical education [5]. Within education, the use of chatbots may provide real-
time feedback and answers to medical vignettes and scenarios. Additionally, it provides
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the interactivity vital to learning experience without the resource-intensive requirements of
traditional learning settings like expert-led lectures [6]. For practicing clinicians, generative
AI may be used to better understand real-life cases, as well as to stay up to date on less-
encountered or rarer presentations. Additionally, with recent advances, these models can
now analyse images and may provide a resource-efficient means to further the professional
development and training of dermatologists [7].

The growing use of generative AI in medical education must be cautioned against
its actual ability to perform. While medical educators are typically experienced in their
fields and understand evidence-based medicine and are held to set standards by governing
bodies, generative AIs are not. This raises an important concern: are the training datasets
of appropriate quality to output accurate and unbiased responses? To begin answering this,
studies have examined its ability to sit and pass various postgraduate medical and surgical
examinations. These studies evaluated different levels of medical knowledge, where it
was able to reach the pass threshold in the United States Medical Licensing Examination
(USMLE) and the intercollegiate Membership of the Royal College of Surgeons (MRCS)
and Membership of the Royal College of Physicians (MRCP) examinations of the United
Kingdom (UK) [8–15]. Its applications appear consistent across exams that are based on
multiple-choice or single-best-answer question formats.

The Specialty Certificate Examination (SCE) in Dermatology is a postgraduate exam
for dermatologists in the UK. This is one of the requirements to qualify as a dermatology
specialist. The majority of questions related to general dermatology, skin oncology, and
paediatric genetics. The SCE is an exam with 200 multiple-choice questions, spread between
14 categories [16]. With the most recent pass mark being set at 77.4%, the overall pass
rate was 50.6% [17]. The performance of LLMs in the Dermatology SCE was previously
examined, demonstrating marked differences between ChatGPT models, with ChatGPT-
3.5 scoring 63% and ChatGPT-4 scoring 90% [18]. With the increased availability and
capability of commercial LLMs, this study aimed to evaluate and compare the performance
of different models.

While the role of ChatGPT in basic and clinical sciences has been evaluated, there
remains debate about the differences in the abilities of other common LLMs. The evidence
to support the use of generative AI and LLMs as a diagnostic and learning aid in medical
education remains scarce. This study aimed to evaluate the performance of various LLMs
in the multiple-choice Specialty Certificate Examination in Dermatology.

2. Materials and Methods
2.1. Question Bank and LLM

This study was conducted in August 2024. To evaluate the performance of LLMs, the
SCE in Dermatology sample questions and multiple-choice answers were extracted from
the Membership of the Royal Colleges of Physicians of the United Kingdom website [19].
All questions provided as part of the sample exam were retrieved and were considered an
accurate representation of the actual SCE in Dermatology exam for this study.

Five web-based LLMs were used in this study: Claude-3.5 Sonnet (Anthropic, San
Francisco, CA, USA), Copilot (Microsoft, Redmond, WA, USA), Gemini (Google, Mountain
View, CA, USA), ChatGPT-4o (OpenAI, San Francisco, CA, USA), and Perplexity (Perplexity
AI, San Francisco, CA, USA) [20–24]. These models were selected as they were all available
in most countries and provided free access with limitations. These were considered to
be representative of the LLMs likely to be known and chosen by users. Another model,
MetaAI, is a powerful LLM but its accessibility remains limited to a handful of countries
and was therefore not included. These LLMs process prompts and synthesise an output to
answer the users’ query.

All LLMs were given a prompt of “Please select the most appropriate option for the
following questions:” before being provided the questions. Each of the 100 questions
and their respective five multiple-choice answers were inputted into LLMs individually.
The responses of each LLM were recorded and compared against the standard answer.
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Four multiple-choice options included photographic reference material and images were
uploaded in their original resolution alongside the clinical text/question in the same
prompt. No additional input or feedback was provided to guide future responses of the
LLMs. All data collection was performed in July 2024. The workflow of the study is
illustrated in Figure 1.
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Figure 1. The workflow and procedure of the study.

2.2. Data Analysis

Data were collected and analysed using Excel® (Microsoft, Redmond, WA, USA) and
SPSS version 25 (SPSS, New York, NY, USA). The Chi-Squared test was used to compare
the performance of LLMs, with statistical significance defined as p < 0.05. Boundaries of
pass marks were based on historical data, which ranged from 70% to 77%, which this study
referred to as lower and upper pass mark boundaries [17,18].

2.3. Ethical Statement

No patient data were used in this study. This study was performed in accordance with
the ethical standards of the 1964 Declaration of Helsinki and its later amendments.

3. Results

All 100 sample questions and multiple-choice answers were used in the evaluation of
all five LLMs. A response was retrieved from each LLM without additional prompting or
response regeneration. The accuracies for Claude-3.5 Sonnet, Copilot, Gemini, ChatGPT-4o,
and Perplexity were 87, 88, 75, 90, and 87, respectively (Figure 2). There were statistically
significant differences in the performance between the LLMs (p = 0.023). All five LLMs
passed the minimum pass mark of 70%, with three surpassing the 2023 pass mark of
77%. ChatGPT-4o scored the highest, closely followed by Copilot, Claude-3.5 Sonnet,
and Perplexity. Figure 3 and Table 1 demonstrate the breakdown by question category.
A total of 56 questions were answered correctly by all five LLMs. All questions were
correctly answered by at least one LLM. Four image-based questions were assessed, with
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two to five LLMs answering correctly for each of the questions. Only Claude and Copilot
provided a caveat on the potential for AI-generated content being incorrect. Justification
was often provided by LLMs to show justification for their decision-making without
additional prompting (Figure 4).
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Table 1. The number and proportion of correct responses of each large language model by question
category.

Topic Questions GPT-4o Gemini Claude
3.5-Sonnet Copilot Perplexity

General dermatology 22 21 (95%) 19 (86%) 20 (91%) 21 (95%) 21 (95%)
Skin oncology 16 14 (88%) 10 (63%) 12 (75%) 14 (88%) 12 (75%)

Paediatrics and genetics 15 15 (100%) 11 (73%) 14 (93%) 12 (80%) 12 (80%)
Infectious disease 9 9 (100%) 6 (67%) 8 (89%) 9 (100%) 8 (89%)

Formulation and systemic therapy 8 7 (88%) 8 (100%) 7 (88%) 7 (88%) 6 (75%)
Dermatopathology 8 7 (88%) 7 (88%) 8 (100%) 7 (88%) 8 (100%)
Cutaneous allergy 6 5 (83%) 5 (83%) 5 (83%) 4 (67%) 5 (83%)

Skin surgery 5 3 (60%) 2 (40%) 3 (60%) 4 (80%) 4 (80%)
Photodermatology 3 3 (100%) 2 (67%) 3 (100%) 3 (100%) 3 (100%)

Genitourinary medicine 3 3 (100%) 3 (100%) 3 (100%) 3 (100%) 3 (100%)
Psychodermatology 2 0 (0%) 0 (0%) 1 (50%) 2 (100%) 2 (100%)

Skin of colour 1 1 (100%) 1 (100%) 1 (100%) 0 (0%) 1 (100%)
Skin biology and research 1 1 (100%) 0 (0%) 1 (100%) 1 (100%) 1 (100%)
Dressings and wound care 1 1 (100%) 1 (100%) 1 (100%) 1 (100%) 1 (100%)

4. Discussion

The overall performance of the five LLMs was satisfactory in answering sample
SCE in Dermatology questions. The LLMs were able to pass the sample exam, scoring
within the historical pass cut-offs of 70–77% [17,18]. GPT-4o and Copilot were both clearly
above the pass mark, whereas Gemini scored within the range of different historical pass
marks. Unlike the previous study, which omitted several questions, this utilised the full
set of sample questions. The sample questions, however, may not be representative of
the real exam as the exam questions in circulation are not publicly available. Similarly,
with the advancements in LLMs to now include image analysis capability, questions
involving clinical or histological photographs no longer have to be excluded [25]. The
findings of this study were more encouraging than those identified by Passby and Joh,
where ChatGPT achieved ~60 and ~90% accuracy in similar dermatological exams [18,26].
Additionally, the study by Nicikowski showcased the performance of both ChatGPT-3.5 and
ChatGPT-4 against real candidates in the Polish dermatological exam, demonstrating large
leaps in capability between LLM models (45.7% vs. 69.8% accuracy) [27]. Their overall
findings also demonstrated that the most powerful models at the time were generally
able to pass the exam but underperform compared to human candidates. In comparison,
the findings in this study generally match the performance pattern of UK dermatology
trainees, where questions were answered correctly between 70 and 90% of the time for most
question categories [17]. Though it is not possible to compare these different exams directly,
baselining the performance with the pass mark of the exam provides a point of reference to
understand how quickly LLM models advance and to demonstrate their abilities to support
the use of LLMs in medical education.

Current literature evaluating the medical output of LLMs focuses on ChatGPT. Studies
have highlighted its variable performance in medical exams while others identified its
pitfalls in producing factually inaccurate and poor clinical advice [8,28–32]. All five LLMs
examined were able to meet the lower boundaries of the pass mark, however, Gemini
does not exceed the upper boundary. Compared to previous iterations of ChatGPT, all of
these LLMs show a considerable capacity to process and respond to medical problems and
scenarios [18]. ChatGPT remains at the forefront of LLMs among both the general public
and medical professionals. It showcased strong performance in the USMLE, in-service
examinations, and board examinations, demonstrating robust performance across various
specialities, including medical, surgical, and radiology alike [12,13,33–35]. These studies
reported its performance to be at the level of third-year medical students and first-year
residents. Other models like Gemini, Claude, and Perplexity were rarely studied, but
they do demonstrate some variability between studies [36–39]. In studies where multiple
LLMs were examined, ChatGPT and Claude were generally shown to outperform Bard
(now Gemini) [38–40]. Notably, LLM performance was not universally transferrable across
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languages, where performance was also highly variable in clinical examinations in Chinese,
Japanese, and Peruvian languages [40–42]. It appears that LLMs generally experience a
performance or accuracy drop when used in other languages [26,42]. Regardless, there is
currently a lack of inclusion of other LLM models and this study provided an encompassing
snapshot to compare the abilities and performance of these models.

The design and core goals of these LLMs do vary and may explain the variations
observed in this study. ChatGPT was developed by Open AI to be a general purpose
model and is similar to Google’s Gemini AI which was designed to handle complex tasks,
including coding and logical reasoning [43]. On the other hand, Copilot was designed by
Microsoft to enhance productivity when integrated with other Microsoft Office applications.
While GPT, Claude, and Copilot all performed similarly in this study and likely passed
the exam based on previous cut-offs, Gemini stood out with slightly poorer performance.
The model architecture of the LLMs themselves will determine how the training data
are used to learn patterns [11]. ChatGPT and Copilot operate with the Generative Pre-
trained Transformer whereas Gemini uses the Language Model for Dialogue Application
(LaMDA; Google, Mountain View, CA, USA) and Pathways Language Model (PaLM2;
Google, Mountain View, CA, USA) [11]. Perplexity differs from the other models as it is
designed as an ‘answer engine’, which incorporates a large language model into a search
engine. Additionally, although each model boasts the vastness and breadth of their training
data, the exact datasets are not shared. The use of different datasets and fine-tuning can
significantly change how the AI models decipher relationships and draw conclusions.
These would also include variations in the amount and quality of medical information used
in training, as well as the different degrees of bias. However, it is important to note that the
poorer performance does not necessarily translate across all fields of biomedical knowledge
as it previously demonstrated reasonable performance in analysing laboratory data [44].

Another explanation is that different models are better at different types of tasks.
The implications of this may be observed when comparing the different types/categories
of question, where general dermatology questions (n = 22) were answered well by all
five models but skin surgery had much more variable performance. Although not many
questions were in this category (n = 5) and will require larger studies to assess, these types
of questions may require more critical thinking processes. Rather than simple factual recall,
these question types often call for the ability to draw from clinical experience and synthesise
an appropriate and justifiable course of action. While LLMs are effective at identifying
relationships between datapoints and excel at factual recall, more distinctly human traits
such as critical thinking and creativity are not easily achieved by AI yet [45].

LLMs are examples of generative artificial intelligence, and rely on extensive training
on large datasets. Drawing on data and text, LLMs can extract and construct billions of
parameters to generate realistic and coherent texts. Its major advantage is its ability to
generate conversational responses. Through its architecture, it can understand natural
language input from users to mimic human interactions. The performance variation
between models and iterations primarily lies in the number of parameters the LLMs were
trained to process. This refers to the variables and weights derived by the model based
on its dataset, where an increasing number of parameters should allow the processing
and output of more complex output. Parameters essentially determine the behaviour of
the models themselves and the number of parameters is often not disclosed for LLMs,
but the later iterations are likely in the range of 100s of billions [46]. It is important to
note that while more parameters may potentially translate to more capable models, it
may also cause over-fitting, leading to poor generalisation in response to unseen inputs.
Regardless, the increasing amount of computing power required to train and operate
these high-performance models means that consumer-grade, locally-run, open-sourced
LLMs, such as Llama and Vicuna, are often less powerful. These are often in the range
of 5–50 billion parameters, with training on less extensive datasets, reducing their overall
applicability outside of what they were specifically trained to perform. The leaps between
LLM versions can be seen in how ChatGPT-4 significantly outperforms its predecessors,
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such as version 3.5 [10,18]. These models assessed in this study are available in most
geographic regions with little-to-no cost. As such, these models represent the same models
that current medical learners and educators may be using.

The additional inclusion of image-based questions also offered useful insight into the
current state of image analysis capabilities of the latest iterative of LLMs. Currently, AI-
driven image recognition tools are already being implemented within the National Health
Service of the United Kingdom [47]. These have shown promising results in detecting
malignant lesions as part of the triaging process. However, these are models specifically
designed and trained for dermatoscopy images and are not available outside of selected
organisations. The assessment in this study evaluates the currently available models that
can be accessed by all medical professionals at little-to-no upfront costs. Additionally, the
architecture of LLMs differs and does not place significant emphasis on image analysis.
While only four questions included images in this sample exam, this still provides a pre-
liminary assessment, as previous iterations of LLMs were not able to process images. The
overall performances were satisfactory, ranging from two to five LLMs being able to answer
each of these questions. The same prompts when entered without the accompanying
images resulted in LLM responses that requested the image. Without the images, LLMs
attempted to offer a description of each of the available multiple-choice answers, including
the epidemiology and macroscopic description of the lesion. This suggests that current
iterations of LLMs are at least able to incorporate image analysis as part of their reasoning.
However, the low number of questions involving images means that it is not possible
to infer their overall performance as image analysis tools. Karampinis et al. previously
explored the ability of ChatGPT-3.5 to analyse dermatoscopy images and diagnose various
malignancies and cancer mimickers [7]. Though challenged by more ambiguous and com-
plex presentations, human assessors generally agreed with the diagnoses and explanations.
Specifically, this study also evaluated the use of dermatopathological language in the LLMs’
responses, which was shown to be variable at times. Regardless, their findings are also
supported by this study, where LLMs can incorporate dermatoscopic images with scenarios,
descriptions, and other clinical information into their analysis process. Similar studies have
also been completed in ophthalmology, which demonstrated variable performance [36].
Nonetheless, the findings of this study add to the ability of these AI modalities to compute
and process multiple-choice and scenario-based questions.

Within medicine, AI and LLMs can be applied in a variety of areas, including sum-
marising patient encounters, procuring evidence to support clinical decision-making, or
being used to formulate diagnoses [48]. Their application to the typically structured and
standardised medical documentation and discharge summaries means that with appropri-
ate prompts, generative AI can create summaries very efficiently [49]. Similarly, prompts
with lists of symptoms can be processed by LLMs to provide a list of differentials and
investigations, applicable to both acute and chronic diseases alike [50]. Other implementa-
tions of AI include the efficient and accurate processing of radiological and macroscopic
dermatoscopy images [47,51].

The role and long-term impact of AI in healthcare remain to be determined. To
yield these tools appropriately, whether to facilitate medical education for professionals
or patients, clinicians should appreciate both its benefits and its pitfalls. When instructed
appropriately with prompt engineering, generative AI can provide justification and expla-
nation to facilitate the education and clinical understanding of doctors. Similarly, these may
potentially be used to construct revision aids and question sets to facilitate factual recall.
Together, these uses can provide a valuable bridge between traditional medical education
and technology. Despite advancements in training datasets, fine-tuning, and architectures,
misinformation and hallucinations still represent an important risk to consider [52]. These
likely originated from the indiscriminate use of unfiltered data, including satirical or biased
content, which can be rectified in newer iterations. Unlike clinical knowledge and con-
structing causal relationships between data, LLMs may also face challenges in achieving the
empathy and judgement expected by people. While the empathy demonstrated by LLMs
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remains to be fully realised and may possess clinical knowledge and understanding of
factual relationships, LLMs have yet to replicate the humanity of healthcare [53–55]. Finally,
the intensive training of AI and LLMs may also be prone to over-fitting, where the models
begin to learn the answers to a particular question, rather than operating based on a gener-
alised knowledge set. This means that for the model to be trained effectively, overfitting
should also be considered and mitigated appropriately with various techniques [56].

Although this study is the first to compare the performance of popular LLMs in the
Dermatology SCE, it has several limitations. This includes the rapid development of LLMs
and the non-transparency of the dataset used in training each of the LLMs. Like similar
studies, the findings may not be representative of newer LLMs as improvements in the
available dataset for training and architectural developments may significantly alter their
capabilities. This was observed when drawing comparisons between different versions of
ChatGPT in different studies [10,18]. None of the tested LLMs were specifically trained,
fine-tuned, or designed to answer medical questions; however, usage by other users on
similar questions may feed into their training data. This was not apparent as the LLMs
still answered some questions incorrectly, suggesting that even if previously fed these
question–answer pairs, they did not fully determine the response outputs in this study.
Additionally, the selection of commercial LLMs was based on their ability to operate at
high levels using a significant amount of computing power that is typically not available
to consumer-grade hardware; therefore, findings may not necessarily be replicable in
local LLMs, even with appropriate training. Additionally, some LLMs provided detailed
explanations and reasoning for their answers, but this was not reviewed nor considered in
its performance. Finally, the inclusion of only the sample question bank may not always be
representative of the level of difficulty expected of the true exam. Despite their limitations,
LLMs continue to be promising medical education aids and their performance will likely
further improve with the training and inclusion of medical research articles and texts.

5. Conclusions

The findings of this study demonstrated that commercially available LLMs can per-
form adequately in the Specialty Certificate Examination (SCE) in Dermatology. The
performance of LLMs did differ significantly between models, but all models met the
lower bounds of the historical pass marks of the exam. Future work should consider the
integration of LLMs to improve medical education, evaluate their reasoning process, and
correlate their efficacy with exam performance.
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