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Abstract: Technology has been contributing significantly to the development of assistive devices
for disabled persons (DPs). Many of these devices aim to assist people who are blind or visually
impaired, providing them with friendlier ways to interact with their surroundings (obstacles, objects,
and navigation). However, the high cost of these devices makes it difficult for DPs to purchase
them. The development of an assistive device kit to be used by the visually impaired in controlled
environments (indoor) or urban spaces (outdoor) is presented in this work with a didactic and
detailed approach. This low-cost kit (USD 50 per device) consists of a Smart Cane, Smart Cap,
and Smart Glove. The methodology addressed aims to support and encourage the reproduction,
customization, and manufacture of new assistive devices with low cost and wide applicability. The
devices are functional, benefit usability, and, due to the characteristics of the project and the materials
used in their construction, do not impact the ergonomics of the visually impaired or disabled person
who may use these devices. The devices that integrate the assistive kit can be used independently or
combined. In addition to having detection, fall-control, navigation, and real-time tracking functions,
they are independent of additional local infrastructure for their use.

Keywords: assistive technologies; visually impaired; disabled person; urban space; smart cities

1. Introduction

Topics related to disabled person (DPs) and accessibility have increasingly gained
society’s attention. Consequently, DP became more frequent and visible in various environ-
ments in the urban space. These advances are clear; however, to maintain their acquired
rights and benefit from the advantages of living in an urban center, DPs still need to
face several obstacles. Some of the limitations confronted when DPs need to move into
the urban space are scarcity or total absence of adapted information, physical barriers,
passersby and drivers who do not respect or give priority to them, lack of security, and
lack of empathy.

Wearable [1], Internet of Things (IoT) [2], and Smart Clothing [3,4] technologies
have a strong potential to improve the experience that DPs have with the city, providing
the necessary technological interfaces so that they can move, autonomously, in different
environments of urban spaces. In addition, DPs can have access to highly functional
devices due to their low cost. Furthermore, these devices can be provided within controlled
areas, such as university campuses, monitored visitation centers, museums, zoos, and
parks, among others.

This study is based on the hypothesis that intelligent cities demand the project and
development of technologies that allow the democratization of access to public spaces [5]
and services in a personalized way on a straightforward usability model [6,7]. Therefore, it
is essential to develop assistive devices for the inclusion of DP within the urban space with
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the greatest possible autonomy. Moreover, a didactic approach is also necessary for the
straightforward reproduction of these low-cost technologies.

In this study, a set of assistive devices for DPs is presented. The specifications used in
the design and manufacture of these assistive devices consider the usability, ergonomics,
and restrictions expressed by people with visual impairments who participate in the project.
Low-cost electronic components are used to manufacture these devices, where the accuracy
of the device’s functions is maintained.

The devices or gadgets kit has the following features, where there is the possibility of
customization:

• Ultraviolet (UV) radiation monitoring and alerts module;
• Geolocation module—GPS (used for device tracking);
• Obstacle detection module;
• Fall detection and warning module (designed for DP and elderly people);
• Object detection module in controlled environments;
• Mobile and web interfaces.

Literature Survey

In recent years, the concept of intelligent cities [8] has become increasingly evident.
Consequently, cities’ remodeling and their spaces have been subjected to new organization
and management models. These new concepts and models guide the development of
technologies that allow the inclusion of disabled person as part of this scenario, providing
accessibility at all times.

Solutions for intelligent cities and the diversification of assistive applications have
gained significant notoriety for their innovative features, functional aspects, or low cost.
Among these applications and devices, some help in locating [9], locomotion, identifying
obstacles, and talking [10]. With the advent of Artificial Intelligence (AI) and the Internet
of Things (IoT), many projects have become a reality. Table 1 shows the list of applications
and assistive and accessibility devices examined.

Table 1. Applications overview.

Disability Application Sensors Function Platform Technology Reference

Visual Object
Identification

Accelerometer
Gyroscope

Object recognition
and navigation

(Indoor)
Not Specified Wearable [11]

Visual Object
Identification

Camera module
Ultrasonic

Identification of
objects using markers

(Indoor)
Embedded Wearable [12]

Visual Navigation
(Indoor)

GPS
(Smartphone) Indoor navigation Mobile Machine

Learning [13]

Visual Menu
Selection

Accelerometer
(Smartphone)

Menu selection in
mobile device
applications

Mobile Motion
Marking Menus [14]

Visual Navigation

Camera mod-
ule/Microphone,

Speaker
(Smartphone)

Object navigation,
recognition and

detection

Cloud and
Mobile

Cloud
(micro-services)

and Image
Recognition

[15]

Visual Navigation
Ultrasonic,

vibration motors,
IR Sensor

Navigation in indoor
environments Not Specified Wearable [16]
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Table 1. Cont.

Disability Application Sensors Function Platform Technology Reference

Visual Object
Identification 3D Printing Tactile maps for

objects identification 3D Printing [17]

Visual Navigation
(Smart Cane)

Ultrasonic,
Gyroscope and

Smartphone

Smart Cane guided
navigation integrated

with a mobile API

Embedded and
Mobile IoT [18]

Visual Navigation
(Smart Cane)

IR Sensor, GPS,
Ultrasonic, Camera

module, buzzer,
raspberry

Navigation,
identification of

obstacles, objects and
events

Embedded IoT and Image
Recognition [19]

Visual Navigation
(Smart Cane)

Ultrasonic, Speaker,
Camera module,

raspberry.

Navigation, obstacle
identification and

voice alerts
Embedded IoT [20]

Visual Navigation
(Smart Cane)

Ultrasonic, Speaker,
vibration motors,

GSM

Navigation, obstacle
identification, voice

alerts and GSM
Embedded IoT [21]

Visual Navigation
(Smart Cane) GPS and Speaker Navigation, and

buildings location Embedded IoT [22]

Visual Navigation
(Smart Cane)

Ultrasonic,
Humidity sensor,

LDR sensor.

Navigation, obstacle
identification. Embedded IoT and Image

Recognition [23]

Visual Navigation
(Smart Cane)

Laser, Camera
module, GPS,

speaker

Navigation, obstacle
identification Embedded IoT [24]

As shown in Table 1, the initiatives listed present descriptions, functional models, and
an adequate representation of some IoT technologies. Concepts and functionalities have
already been addressed in a vast number of initiatives by several authors [25–31], and they
are increasingly customized. However, the operation and production logic does not change,
the observed phenomena remain the same, and each component’s cost is extremely high,
making the prototypes not only heavy or expensive to implement but also challenging to
reproduce.

In general, the works presented in Table 1 are difficult to reproduce. This occurs
for several reasons, such as lack of more detailed information, high cost, or because the
authors use prototyping with proof-of-concept characteristics that do not consider aspects
of usability, volume, and weight, among other characteristics. Consequently, making it
complicated for the DP to adapt to the device’s use and affecting their ergonomics.

This study aims to innovate in the development of assistive devices, using electronic
components and low-cost manufacturing processes. Additionally, the reproduction and
customization of the designed functions will be facilitated with a detailed design approach.
Moreover, a didactic and systematic method is presented, highlighting the challenges and
features of prototyping and showing a clear contribution to the design of assistive devices
as a final product.

2. Materials and Methods

First, an analysis of the most recent studies on the development of devices for the
visually impaired is performed, seeking to highlight the differences between the existing
devices and those developed in this study (Table 1).

The assistive kit project starts with a brief description of the functionality of each
device. The functionality specification process is the result of a careful study with members
of the research group who have a severe visual impairment. Usability and ergonomics
criteria are also considered, making the final designed devices easy to operate and light in
weight due to their composition of materials, such as aluminum and plastic.

The detailed description of the device specification, manufacturing, and testing pro-
cesses is intended to facilitate the reproduction and customization of the assistive kit.
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Circuit designs, as well as 3D design, programming codes, and function testing are also
made available in this work.

The assistive device kit was modeled, according to its functionalities, to be used in
several environments of urban spaces. The validation environment was recreated within
the university space. Due to its size and diversity of environments, it was possible to
recreate situations and challenges common to DPs daily life. The kit consists of three
devices: Smart Cap, Smart Cane, and Smart Glove, whose functionalities will be further
described.

2.1. Smart Cane

The Smart Cane is designed as a DP support device. The functions of the Smart Cane
are presented in Figure 1, and its execution flow is illustrated in Figure 2. The description
of each of the functions is given below.

— Obstacle detection: consists of ultrasonic sensors that detect obstacles at distances of
up to 3 m. When the obstacle is detected, an alert is transmitted through a vibrotactile
system (vibrating bracelet) connected to the stick sleeve. It is important to note that the
closer the DP is to the obstacle/object, the greater the bracelet’s vibration (vibration
motor of the bracelet).

— Geolocation: the module embedded in the stick is a function that continues to act since
its operations are initialized. After initializing, the module takes an average of 20 s to
obtain the DP’s location coordinates. When obtained, the coordinates are sent to the
MQTT (Message Queuing Telemetry Transport) Broker in message format, containing
the stick and user IDs. In the initial experiments, the module was programmed to
transmit every 10 s; however, this parameter can be changed at any time. In addition,
the information is stored in a database (SQLite) so that, later, the DP’s displacement
can be represented at the interface level.

— Navigation: it is performed with the detection and recognition of color lines (red,
green, blue and black) that signal the different paths followed by the DP. When a color
is detected, the DP is alerted (audio) to decide which course (color) to follow. Color
lines are widely used in public and private offices, health centers, and other places. In
countries such as Peru and Brazil, this procedure is regulated by law.

— Alert generation: the detection and navigation information are translated into real-
time audio.

Designs 2021, 5, x FOR PEER REVIEW 4 of 24 
 

 

The assistive device kit was modeled, according to its functionalities, to be used in 
several environments of urban spaces. The validation environment was recreated within 
the university space. Due to its size and diversity of environments, it was possible to rec-
reate situations and challenges common to DPs daily life. The kit consists of three devices: 
Smart Cap, Smart Cane, and Smart Glove, whose functionalities will be further described. 

2.1. Smart Cane 
The Smart Cane is designed as a DP support device. The functions of the Smart Cane 

are presented in Figure 1, and its execution flow is illustrated in Figure 2. The description 
of each of the functions is given below. 
⎯ Obstacle detection: consists of ultrasonic sensors that detect obstacles at distances of 

up to 3 m. When the obstacle is detected, an alert is transmitted through a vibrotactile 
system (vibrating bracelet) connected to the stick sleeve. It is important to note that 
the closer the DP is to the obstacle/object, the greater the bracelet’s vibration (vibra-
tion motor of the bracelet). 

⎯ Geolocation: the module embedded in the stick is a function that continues to act 
since its operations are initialized. After initializing, the module takes an average of 
20 s to obtain the DP’s location coordinates. When obtained, the coordinates are sent 
to the MQTT (Message Queuing Telemetry Transport) Broker in message format, 
containing the stick and user IDs. In the initial experiments, the module was pro-
grammed to transmit every 10 s; however, this parameter can be changed at any time. 
In addition, the information is stored in a database (SQLite) so that, later, the DP’s 
displacement can be represented at the interface level. 

⎯ Navigation: it is performed with the detection and recognition of color lines (red, 
green, blue and black) that signal the different paths followed by the DP. When a 
color is detected, the DP is alerted (audio) to decide which course (color) to follow. 
Color lines are widely used in public and private offices, health centers, and other 
places. In countries such as Peru and Brazil, this procedure is regulated by law. 

⎯ Alert generation: the detection and navigation information are translated into real-
time audio. 

 
Figure 1. Smart Cane—project (illustrative image). Figure 1. Smart Cane—project (illustrative image).



Designs 2021, 5, 75 5 of 23Designs 2021, 5, x FOR PEER REVIEW 5 of 24 
 

 

 
Figure 2. Flow diagram of the proposed system for the Smart Cane. 

The number of cores that will be used is determined at system start-up (for example, 
the SPN32 has 2 cores). Then, the communication protocols and routines used for the cal-
ibration of the modules and sensors integrated into the Smart Cane are started. 

2.2. Smart Glove 
Designed as a support device for DPs, the Smart Glove (SG) is developed with the 

following two main modules. 
⎯ Interface Module: consists of an RFID tag, which acts as an interface with a device 

known as the smart module, whose function is to present information about the lo-
cation (room, laboratory, building, etc.) to the DP. The device was installed at the 
access (doors and near the doors) of the electronic engineering building and the la-
boratories’ entrance. In its first version, the module presents a straightforward func-
tion. In anSQLite database, it stores audio information about objects and people reg-
istered within the environment. This information can then be accessed by the DP us-
ing an RFID tag integrated with the SG (Figure 3). When DPs bring the tag closer to 
the smart module, it presents a menu with audio information about objects and peo-
ple registered in the environment. The expectation is that the smart module will be 
automatically powered and updated with information about when people enter and 
leave the environment and when objects are placed or removed. Therefore, the DB 
(Data Base) must be updated in real-time. 

⎯ Identification Module: consists of an infrared (IR) circuit designed to operate as a 
receiver IRrx (glove) and transmitter IRtx (object). The IR circuit is connected to a mi-
crocontroller that runs the detection and translation algorithm of the object’s infor-
mation. Operationally, the IRrx on the glove communicates with the IRtx on the object, 
and this occurs when users place their hands on these objects. The IRtx sends its iden-
tification (object code), and the IRrx searches for it in its internal database and trans-
lates the object’s information into audio to be heard by the DP (Figure 4). 

Figure 2. Flow diagram of the proposed system for the Smart Cane.

The number of cores that will be used is determined at system start-up (for example,
the SPN32 has 2 cores). Then, the communication protocols and routines used for the
calibration of the modules and sensors integrated into the Smart Cane are started.

2.2. Smart Glove

Designed as a support device for DPs, the Smart Glove (SG) is developed with the
following two main modules.

— Interface Module: consists of an RFID tag, which acts as an interface with a device
known as the smart module, whose function is to present information about the
location (room, laboratory, building, etc.) to the DP. The device was installed at
the access (doors and near the doors) of the electronic engineering building and the
laboratories’ entrance. In its first version, the module presents a straightforward
function. In anSQLite database, it stores audio information about objects and people
registered within the environment. This information can then be accessed by the DP
using an RFID tag integrated with the SG (Figure 3). When DPs bring the tag closer
to the smart module, it presents a menu with audio information about objects and
people registered in the environment. The expectation is that the smart module will
be automatically powered and updated with information about when people enter
and leave the environment and when objects are placed or removed. Therefore, the
DB (Data Base) must be updated in real-time.

— Identification Module: consists of an infrared (IR) circuit designed to operate as
a receiver IRrx (glove) and transmitter IRtx (object). The IR circuit is connected to
a microcontroller that runs the detection and translation algorithm of the object’s
information. Operationally, the IRrx on the glove communicates with the IRtx on the
object, and this occurs when users place their hands on these objects. The IRtx sends
its identification (object code), and the IRrx searches for it in its internal database and
translates the object’s information into audio to be heard by the DP (Figure 4).
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Information about the objects is stored in the Smart Glove, helping in the identification
process. Currently, the Smart Glove DB has data from 100 objects, which makes it an
autonomous device. In the current version, the update process is performed using the
USB interface; however, the device can integrate a wireless or Bluetooth module to enable
remote updating.

The Smart Glove operation process is described in the diagram in Figure 4. An
IR transmitter module (Tx) is installed on all objects to be identified (Computer—ID:01,
Laptop—ID:02, among others). Once installed, Tx issues a signal with the object ID to
which it has been associated (Tx Object).

The IR receiver module (Rx), integrated into the Smart Glove, starts scanning the
environment and identifies the objects using the ID emitted by each transmitter (TxObject),
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performing a search in the local database. As a result, the Smart Glove produces audio
with the information of the identified object.

The transduction is performed by an algorithm that receives the TxObjectID and
retrieves the information from the DB and the audio that contains the object’s information.
In this first version, the object’s information must be previously registered in the DB with
an HTML interface, as well as the audio file. However, the expectation is that the algorithm
will translate the object’s information (text) into audio format if it does not already exist in
the DB. Therefore, possible solutions should be explored due to the high processing cost
that this function may demand.

2.3. Smart Cap

The Smart Cap is designed as a DP assistive device and consists of four functional
modules. The modules described below are operationally independent of each other;
however, their information is integrated at the interface level (Figure 5).

— Falls control module: designed to identify whether DPs have suffered a fall, especially
sudden falls. The module uses a LilyPad ADXL 335 sensor, which is intended for use
in wearable applications. This sensor has three terminals for each of its measurement
axes, and the slope level determines the voltage delivered for each terminal. When the
module identifies the user’s fall, it triggers a message on the GPRS module, sending
the fall’s location and intensity. This message is forwarded, in real-time, to friends or
family members previously registered.

— Detection module: consists of HC-SR04 sensors and a vibrotactile system composed
of a LilyPad vibrating micromotor, which issues alerts as the identification of objects
is confirmed. The intensity of the generated alert is programmed as DPs approach
the obstacle. The module detects objects and obstacles up to 3 m away and issues a
warning from 1.5 m away (Table 2). The device acts as a complement to the Smart Cane.

— UV module: designed using the ML851 UV sensor integrated with Arduino Nano.
The sensor allows DPs to receive information about radiation levels, and a buzzer
emits an alert instructing the user to use sun protection products.

— Geolocation Module: consists of an A9G (GSM-GPRS) embedded in the device, which
is a web monitoring environment that uses, in its first version, the Google Maps API.
The module does not work as a navigation assistant but as a device for locating DPs
inside and outside the university premises.

Table 2. Electronic components of the Smart Cane.

Qty. Description Qty. Description

01 18650 Lithium Battery Charger 01 Mini vibration motor
01 TP4056 battery charger module 01 A9G Module (GSM/GPRS/GPS)

01 MT3608 Step-Up Adjustable DC-DC
Switching Boost Converter 01 ESP32 Module

01 HC-SR04 ultrasonic sensor 01 Power Button for A9G
01 MPU-6050 sensor module 01 Speaker (8W)
01 PAM8403 Audio Amplifier Module 01 Push Button Switch
01 APDS-9960 Module Sensor (RGBC) 01 Led Power supply
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Figure 5. Smart Cap—project and application in urban spaces (illustrative image).

The functionalities in each of the devices are operationally independent of each other
and integrated only at the interface layer level. Alerts and environment information are
already presented to users, whether in the form of audio or vibration. Later, the information
is encapsulated and forwarded to a microservice environment. In this environment, friends
or family can observe the information in real-time or make inferences about the history of
events at any other time.

The Smart Cap operation process is described in the diagram in Figure 6. The process
starts with the initialization of the sensor calibration variables. The first module to be
initialized is the UV radiation detection and alert module. It is connected to a buzzer that
emits alerts when there is an increase in UV radiation. After each reading, the information
is transmitted via MQTT protocol using the GPRS module to a Web Service that stores the
history of the collected data. The second module to be started is the obstacle detection
module. It is connected to a mini vibration motor that vibrates when objects or obstacles are
close, thus notifying the user. The last module to be initialized is the fall control module. It
transmits data via MQTT using the GPRS module and sends an SMS to the mobile number
of the person registered in this module, which can be a relative or friend. The SMS contains
information about the event (time, time on the ground, and speed of fall) and the location
of the disabled person so that they can be rescued.

Programming for communication and sending of data processed via GPRS is per-
formed using AT commands. One of the advantages of using the A9G module is that it
has commands that allow transparent communication with the MQTT (MQ Telemetry
Transport) protocol, and it is widely used and supported in IoT applications.
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3. Results

The specification of functions resulted in the detailed description of the modeling,
simulation, and fabrication processes of all devices parts of the assistive kit. All processes
have been carefully detailed, and the source of the projects is shared in this section (circuits,
3D designs, simulation). The description of the processes is described for each device to
emphasize the challenges encountered, allowing for straightforward reproduction of the
experiences and results achieved.

3.1. Hardware Design
3.1.1. Smart Cane—Architecture

It consists of the Obstacle Detection, Geolocation, Navigation, and Alert Generation
modules. The ESP32 microcontroller was chosen because it has a two-core processor,
making it possible to perform tasks simultaneously.

The system previously stores a predefined vocabulary of words and audio, which
are reproduced using an 8-bit digital/analog converter (DAC) integrated into the ESP32
processing module. As the signal is low, it is necessary to integrate an amplifier board
before going to the output, where there is a mini loudspeaker coupled.

Components:
The Smart Cane has a sequence of characteristics regarding its component structure,

which are considered in Table 2.
The first version of the devices was implemented using the low-cost components

described in Table 2. However, the project seeks to maximize the precision characteristics
necessary for devices to be used in open environments of urban spaces, in which eventual
failures could impair the DP’s mobility capacity. The final device is finally shown in
Figure 7.
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The SPN32 has only the function of processing and integrating Smart Cane’s internal
devices (color sensor, ultrasonic sensor, and mini vibrating motor). Communication func-
tions are provided by the GSM/GPRS/GPS module, which is used both to track the device
and to transmit all navigation information to the web environment. The structure, except
for the pipe, is made of plastic material and entirely manufactured in a 3D printer.

The connection diagram and the graphical mapping of the components can be seen in
the Appendix A (Figure A1).

3.1.2. Smart Glove—Architecture

The Smart Glove consists of the interface module (smart module) and the Identifi-
cation Device. The IR photoreceptor receives the object ID signal (IRTx) at the receiver,
passing through the BC584 transistor that functions as a switch. This signal goes to the
microcontroller, which processes the information and performs a search for the WAV file in
the DB, stored on the SD card installed in the microcontroller. Finally, the audio file with
information about the object is played. In Figure 8, it is possible to observe the device’s
final version. The components of the Smart Glove are described in Table 3.
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Figure 8. Smart Glove. (a) Transmitters are used for object identification. Each transmitter stores
the identification code of an object in the environment and transmits it to the glove (receiver) for its
decoding and presentation to the DP (audio format). (b) The receiving device receives information
from the transmitters, fetches it from the database, and presents it to the DP in audio format.

Table 3. Electronic Components of the Smart Glove.

Qty. Receiver Module Components Qty. Transmitter Module Components

01 PAM 8403 Audio amplifier 01 Arduino nano
01 LM 339.4 analog comparators 01 Power Led
01 Nano Arduino 01 TCRT500 emitting infrared led
01 Power Led 01 Li-ion 18,650 battery
01 TCRT500 photo-transistor 01 TP4056 battery charger
01 Cell phone Li-ion battery 01 Charge/discharge switch
01 Charge/discharge switch 01 MT 3608 converter module DC-DC
01 TP4056 battery charger
01 MT 3608 converter module DC-DC

It is possible to observe the schematic of the device acting as a transmitter (object
identifier) on the Appendix A Figure A2 and the connection diagram—IR of the receiver
(in the glove) on the Appendix A Figure A3.

The receiving circuit consists of a phototransistor that is sensitive to infrared light.
The operating logic is simplified by the use of the UART communication protocol, in which
the voltage level corresponding to the “sleep” state is the logical value “1”. In practice, this
logic allows controlling the sensor activation. When the UART receiver is in an idle state,
there must be no infrared light present (the infrared sensor is inactive).

The comparator “compares” the level of the reference voltage with the voltage coming
from the external pins (such as IR_Q1_C+ and IR_Q2_C+) with the following logic:

If Vref > IR_Q1_C+ => OUT_COMP3_RX, the logical state will be “1”; otherwise,
it will be “0”.

If Vref > IR_Q2_C+ => OUT_COMP4_RX, the logical state will be “1”; otherwise,
it will be “0”.

To achieve the established UART logic, comparator 4 is used to connect the phototran-
sistor (corresponding to pins IR_Q2_C+ and IR_Q2_E). Then, the output signal of compara-
tor 4 (OUT_COMP4) must be denied to comply with the mentioned logic, so OUT_COMP4
is interconnected with IR_Q1_C+. Therefore, the resulting signal OUT_COMP3_RX directly
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feeds the RX pin of the Arduino nano with the logical state “1” when there is no infrared
light (IR_Q1_C+ uses comparator 3).

The transmitter circuit consists of an infrared LED connected to the TX pin of the
Arduino Nano, and as long as the UART communication protocol is used, the voltage level
corresponding to the “sleep” state is the logical value “1”. As it is better to turn off the
infrared LED when the UART transmission is in the idle state, the use of two transistors in
the pre-cut saturation setting is considered to deny twice the UART’s original logical value.

In Figure 9, the IR layout is presented. It should be noted that the only difference in
the structure of both receiver and transmitter is in the program that runs on each one of
them, determining their functions.
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3.1.3. Smart Cap—Architecture

The Smart Cap consists of ultraviolet light sensors, an acceleration sensor, an ultrasonic
proximity sensor, a buzzer, a vibrating motor, and a GSM module with integrated GPS
(Figure 10a,b). The electrical scheme of operation and connection can be seen on the
Appendix A Figure A4. The electronic components of the Smart Cap are described in
Table 4.

The GSM/GPRS/GPS module is used both for tracking the device and for send-
ing event information (alerts, UV radiation, falls) and navigation information to a web
environment.

The devices use several microcontroller architectures to respond only to specific de-
mands of the application without causing high energy consumption. Likewise, shielding is
manufactured for almost all components integrated into the devices since the microcon-
trollers used do not have enough I/O to operate the diversity of components integrated
into them.

Table 4. Electronic Components of the Smart Cap.

Qty. Description Qty. Description

01 18,650 Lithium battery 01 Buzzer
01 GUVA S12—UV sensor 01 A9G Module (GSM/GPRS/GPS)
01 ADXL 335—Accelerometer 01 Power button for the A9G
01 Start/load switch 01 LED power supply
01 Arduino Nano 01 MT3608
01 TP4056 (Li-Ion Battery Charger) 01 HC-SR04 ultrasonic sensor
01 Buzzer 01 Mini vibration motor
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3.2. Experiments and Functionality Testing

Developing low-cost devices results in also requiring the use of lower-priced electronic
components. In many cases, they have low accuracy, which can compromise the accuracy
of the final product’s functions.

The model environment used to simulate all the city’s events is the set of buildings
of the Electronic Engineering Department located on one of the university campuses of
the National University of San Agustin (UNSA) in the city of Arequipa, Peru. In this
project, situations of obstacles, identification of objects, and identification of hallways
are recreated in the space composed of laboratories, classrooms, and secretariats of this
department. Open environments, such as living spaces and sports courts, are used to
recreate fall situations and UV radiation control.

Some test tools have been developed to evaluate different functions of each device
(available at https://cutt.ly/vcNjPIO (accessed on 25 November 2021). These tools are
used in experiments to assess the accuracy of devices in their interaction with events
in the physical environment for which they were designed, such as color trail reading
(navigation), object detection, tracking, fall control, UV radiation, and object identification.

3.2.1. Smart Cane—Functions
Navigation Function

The navigation function corresponds to the reading of the color trail, which indicates
the path to be followed by the visually impaired. In indoor environments, each color
indicates a different destination. The trails are 5 cm wide and the colors red, green, blue,
and black are used.

When programming the detection and reading algorithm for navigation, the HSV
(Hue, Saturation, Value) color model was selected because it is not significantly affected
by the ambient brightness, while the RGB model is. In the test, a sample was taken every
100 milliseconds to obtain real-time color detection, and then each sample was converted
into HSV values. The HSV color model is a non-linear transformation of the RGB (red,
green, and blue) model, where each color component is defined by hue, saturation, and
value. The HSV color model was selected for programming the detection algorithm and
reading in the navigation mode because it is not significantly affected by ambient brightness,

https://cutt.ly/vcNjPIO
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whereas the RGB model presents this disadvantage. The results are shown in Table 5 and
Figure 11.

Table 5. Range of sensors and accuracy of color identification (Smart Cane).

Summary Table: Effectiveness (%)

Distance (cm)

Color Line 1 2 3 4 5 6 7 8 9

Red 16.67 53.33 86.67 96.67 100.00 96.67 93.33 83.33 80.00
Green 6.67 50.00 83.33 100.00 100.00 93.33 93.33 86.67 83.33
Blue 10.00 36.67 83.33 96.67 100.00 100.00 93.33 86.67 76.67
Black 6.67 30.00 80.00 93.33 100.00 100.00 90.00 86.67 73.33
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In Table 5 and Figure 11, it can be observed that greater efficiency in color detection
was obtained when the sensor was located between 4 and 6 cm above the ground. However,
a distance of 5 cm between the sensor and the color trail is ideal for correct color detection,
with 100% efficiency in natural ambient light conditions. The experiments were performed
with members of the research team with visual impairment. Larger target audiences and
those with disabilities will be the object of further study.

The second experiment was executed for the obstacle detection function (ultrasonic
sensor). Samples were collected every 500 milliseconds for a total of 1000 samples at
aperture angles starting at 20◦ to 60◦ (Table 6).

Table 6. Error distance detection (obstacles).

Distance Object (cm) Measured Distance Error (%)

50 49.8 0.40
100 101.50 1.50
150 152.30 1.53
200 203.20 1.60
250 249.70 0.12
300 307.00 2.33
350 369.00 5.43
400 320.00 20.00
450 325.00 27.78

3.2.2. Smart Glove—Functions

The smart glove features two modules, receiver and transmitter, which are tested for
their range and accuracy of readings.

For the Smart Glove identification device, a BC547 sensor (photodiode) was used. It
provides a range of up to 30 cm for the projected circuit (Figure 10), although the device
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(IRtx—IRrx) has been set to operate within a range of 10 cm. It is also possible to increase
the range by including an amplifier circuit and power supplies of 1 to 2 amps (A). This was
not necessary in this work, as it was observed that DPs usually place their hand as close
as possible to the object, which is an intuitive act since they seek to know about the object
with which they want to interact.

Table 7 shows the results of the experiments performed to validate the response time
according to the distance. The results indicate the need to improve the code. The results
also include the detection, search, and reproduction of object information, which is the
complete identification cycle.

Table 7. Range and accuracy of the receiver and transmitter modules—Smart Glove.

D (cm) T 1 (s) T 2 (s) T 3 (s) T 4 (s) T 5 (s) T 6 (s) T 7 (s) T 8 (s) T 9 (s) T 10 (s) Average

1 1.4 2.8 2.32 2.22 2.72 1.68 2.6 2.2 1.68 2.85 2.247
2 1.88 2.13 2.28 2.55 2.83 2.28 3.01 1.95 2.12 1.98 2.301
3 2.35 2.18 1.82 2.08 2.48 2.08 2.78 2.58 2.47 1.64 2.246
4 1.95 2.26 2.1 1.52 2.55 2.15 2.18 2.52 2.78 2.68 2.269
5 3.02 2.58 1.95 2.65 2.68 2.24 2.9 2.93 2.6 2.8 2.635
6 2.48 3.5 3.12 3.08 3.1 2.57 2.8 2.95 2.2 2.5 2.83
7 2.37 1.99 2.31 3.21 2.55 2.95 2.25 2.68 2.81 2.88 2.6
8 2.27 3.12 2.67 3.13 1.85 2.88 2.58 3.14 2.05 2.82 2.651
9 1.97 2.18 2.37 2.86 3.63 2.4 3.2 3.22 2.92 2.58 2.733

10 2.52 2.49 2.23 2.42 4.23 3.72 2.82 2.33 2.42 2.6 2.778

The ultrasonic sensors range of object detection is approximately 1.5 m under a direct
view, maintaining that same accuracy with angles of up to 30 degrees. Likewise, the sensors
can be easily calibrated via software for detection at distances up to 0.50 cm from the object.
The evaluation of the reaction time of the visually impaired after receiving the alert of
proximity to an object and or obstacle will also be considered.

Although the infrared circuit range experiments designed for the Smart Glove pre-
sented in Table 6 are restricted to distances of up to 10 cm, it is possible to adjust it to an
efficient range of up to 20 cm to the object. It is important to note that working with a
shorter range reduces the possibility of interference from other devices (transmitters) near
the Smart Glove receiver.

Regarding the use of GPS in both Smart Cane and Smart Cap, the accuracy is 3 m
in indoor environments. The GPS was tested under several conditions (static and mo-
tion modes).

The described precision tests, as well as all developed devices’ functions, are validated
using a test algorithm designed for each device (http://bit.ly/3arbsAm (accessed on
25 November 2021)). The algorithms are executed manually, allowing the testing of each
component and function developed for each device.

3.2.3. Smart Cap—Functions

Smart Cap includes a fall-control module in which some experiments were performed
to determine the module’s accuracy. Additionally, it is possible to use this fall-control
module as an individual function, not integrated with the Smart Cap. Believing that
the fall control function on the Smart Cap is innovative, the objective is to design a self-
contained package that allows the device to be embedded in the DP’s clothing. The values
shown in the graph in Figure 12 correspond to the average values obtained from a total of
1000 readings performed.

The graph (Figure 12) represents the variation of the X and Y angles that measure
the Smart Cap’s inclination to the horizon (where X and Y are ideally 0◦ or 360◦) under
three different conditions: DP in stationary (static) and DP in movement positions (smooth
movement and sudden movement).

http://bit.ly/3arbsAm
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In the stationary position, the variation of angles is negligible as they do not exceed
5 degrees. For the case of the movement positions, these vary considerably, especially with
the smooth movement, which allows collecting more samples when the Smart Cap is in an
extreme position (when X and Y vary at least 40◦ from 360◦ or 0◦).

Even if the peaks reach 25◦ in X and Y, this is not enough to be considered as a fall
because the Smart Cap is prepared for continuous head movement in the three states
presented. Therefore, the fall sensor is efficient in the common and daily activities of a DP.

Smart Cane and Smart Cap use the same A9GPS module and both use it for tracking
and communication functions. This is the module that allows the tracking of devices and
the sending of data accessed by the API and by the web platform.

Regarding the GPS module, precision was measured in two states: static and motion
with a total of 250 tests. For the static state, an average error of 4 m is obtained from the
coordinate provided by Google with a deviation of 1.67 m. The error is acceptable for
this level of integration. When in motion, it is understandable that precision is reduced.
Considering that the speed was not constant, it ranged from 2.4 to 2.8 km/h, obtaining
an average error of 7.22 m and a deviation of 2.27 m. This large error obtained can be
attributed to the sum of Google Maps and Smart Cap errors, which, due to the fluctuating
speed and its considerable magnitude, makes synchronization difficult.

Finally, experiments were performed on the use of the UV radiation control module
(Table 8). As UV varies according to time and place, it is necessary to compare the values
obtained with a recognized institution, in this case, the SENAMHI (National Service of
Meteorology and Hydrology of Peru).

The 1000 samples were taken in the city of Arequipa (Perú), where the UV is mainly
extreme (greater than 11 on the scale).

The main reasons for the large error obtained are that the values given by SENAMHI
are the maximum that can be detected and that they are based on an ideal model (completely
clear sky, height at sea level, and solar intensity at noon). These factors, in contrast to the
Smart Cap’s advantages of size, price, and affordability, make it clear how effective it is to
implement it directly into the Smart Cap.

In conclusion, all results show adequate precision in each of the functions designed
for the assistive devices kit and are within what was expected. The assistive kit represents
an opportunity to increase the DP’s integration with its surrounding environments while
providing functions to ensure its integrity. Due to its low cost and comfort, the kit provides
practicality in the use of its functions, since the devices are light, small, and discreet, not
impacting the ergonomics of the DP.
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Table 8. UV function experiments.

UV MAX

Expected Value 12

N◦ Index N◦ Index

1 8 11 8
2 8 12 7
3 7 13 9
4 8 14 8
5 9 15 9
6 9 16 9
7 8 17 8
8 8 18 9
9 8 19 8
10 8 20 8

Average 8.2

3.2.4. Usability Experiments

The development of assistive devices that support the inclusion and accessibility
of people with disabilities within the urban space has been progressing within research
and innovation centers, while software and hardware products are regulated by a set of
standards and laws [32] imposed by different countries.

Developing assistive devices is not an easy task, as there must be an exhaustive
analysis of the feasibility and usability of the functions and physical characteristics of
each device. In the design of these devices, it is important to use electronic components
and materials that are lightweight so that they do not impact the user’s ergonomics.
Additionally, it is crucial that there is easy access and manipulation of the device by people
with disabilities.

The usability experiments (Table 9) were performed on a small group of visually
impaired people who were members of the research group. The criteria or indicators
used were:

(a) Number of tasks that can be performed by the device;
(b) Function learning time;
(c) Percentage of tasks completed on the first attempt;
(d) Number of assistance requests;
(e) Time spent on first use attempt;
(f) Level of satisfaction;
(g) Level of expectations.

Table 9. Usability experiments.

Disabled Person Devices A B C D E F G

DP-1
Smart Cane 3 5 min 100% 2 30 min 100% High
Smart Cap 4 10 min 90% 1 30 min 100% High

Smart Glove 1 5 min 100% 0 20 min 80% Low

DP-2
Smart Cane 3 10 min 80% 4 30 min 100% High
Smart Cap 4 10 min 80% 2 30 min 90% Low

Smart Glove 1 10 min 100% 0 20 min 100% High

Table 9 shows the results of the usability experiments carried out with researchers
with visual impairments. The group is composed of two people, aged 19 years (DP-1) and
40 years (DP-2), both with total bilateral visual impairment. The results are presented
and evaluated separately for each individual, due to the peculiarities that exist due to the
difference in age and proximity to the use of technology.
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Each device designed is capable of performing a number of task functions (Column
A): Smart Cane (Navigation, Tracking and Obstacle Detection), Smart Cap (Obstacle De-
tection, UV Radiation Detection, Drop Detection and Tracking), and Smart Glove (Object
Identification). All these functions are evaluated by the DP while using each device.

The experimental part of this project begins with a detailed presentation of the func-
tions of each device for each DP. The results showed time differences in the learning process
of the functions of each DP for each device (Column B). DP-1 was more receptive to the use
of technology and, after a single training, was able to reproduce and access each function.
DP-2, on the other hand, had difficulty in identifying the alerts (buzzer) emitted by the
devices (obstacles and UV radiation), and their learning time for each device was double
when compared to the results of DP-1. The learning/training activities for recognizing the
functions and use of devices was repeated six times for each device in a total of six sessions
held in two weeks.

The percentage of times the experiments were completed (Column C) was higher in
the case of DP-1, including when considering the number of assistance requested (Column
D), in terms of the number of times users needed help, either to remind them of access to a
particular function or the meaning of an alert issued by the device.

The average usage time of the devices for each experience (Column E) is considered
sufficient for an adequate assimilation of technologies by the DPs.

The level of satisfaction regarding the functions designed and made available in each
device (Column F) was high, as well as the level of expectations in relation to the devices
(Column G). For the Smart Glove (indicators of columns F and G), DP-1 showed a lower
level of satisfaction and expectation when compared to other devices. This happened
because DP-1 believes that there should be greater intelligence in the device, particularly
that the Smart Glove should be able to recognize and learn about objects in the environment
without the need to manually insert/update this information. DP-2, on the other hand,
was satisfied, as they felt that an easy understanding of the environment was provided,
whether at home or at university (controlled spaces).

Finally, the DPs concluded and argued that the devices are very functional and help
them efficiently, meeting the expectations revealed by the users during the process of
specifying the features for each device.

4. Discussion

The city becomes a source of unexpected events, unwanted surprises, and unforeseen
events that generate anxiety, frustration, and waste of time for DPs. Furthermore, this
unpleasant experience lived by DPs in urban spaces affects their notion of belonging to that
territory and negatively impacts the citizen-inhabitant feeling. This diversity of facts and
situations has become, in recent years, the primary motivator for professionals, researchers,
companies, and governments to invest significantly in the development of technologies
that improve people’s lives in the city.

In this project, the integration of IoT and Wearable technologies is considered to de-
velop a kit of devices that provide DPs with a greater sense of autonomy within controlled
and open environments such as urban spaces. The various devices that compose the
first version of the assistive kit have functional characteristics. When integrated, these
devices provide DPs with information about the environment, easy navigation of spaces,
identification of objects, tracking the DP that is using them, tracking their devices, and the
kit. As the devices have GPS modules, it is also possible for another person, relative, or
friend to monitor the DP and devices’ location in real-time using a Web application. The
assistive kit consists of a Smart Cap, a Smart Glove, and a Smart Cane.

Currently, the demand for solutions that support the inclusion of people with disabil-
ities within the urban space is increasing. Consequently, it is necessary to adopt public
policies to promote the development and insertion of services and urban infrastructure to
support the independence of people with disabilities inside and outside urban spaces [33].
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The concept of smart cities [34] has allowed exploring new initiatives that consider
the DP within social infrastructure projects and urban services; however, the results must
be evidenced in the long term.

Developing devices for DP is a challenge currently created not only by the lack of
investment in the sector but also by the high cost of the final product, which, in most cases,
makes access to these technologies unfeasible or difficult [35].

The purpose of developing this work, which leads to the careful specification of the
assistive kit functionalities and, subsequently, to a detailed description of the projects and
processes involved, is to encourage new initiatives that enable easy customization of the
devices’ design and their functions, as well as to encourage the development of a greater
number of projects with these characteristics.

The devices in the assistive kit use low-cost components, in which their functions
and precision are optimized with an adequate design of the circuits and use of energy
consumption, allowing for greater autonomy. The devices, individually, have a final cost
equivalent to USD 50, a value below the average when compared to similar assistive
products sold both in the national and international markets.

Moreover, all devices have their own mobile application (Android) and are integrated
through a web platform. The purpose of the API and the web environment is to monitor
the location of devices and, consequently, of the DP and transmit the data collected by the
sensors to be viewed and followed in real-time by relatives, friends, or others to whom the
DP authorizes access.

Although the devices in the kit have connectivity functions, no additional infrastruc-
ture is required to support the functions of these devices, which operate independently
and with certain energy autonomy.

In the future, as a result of this work, it will be possible to design and develop modules
that present greater intelligence in the detection of events and phenomena that occur in the
environment frequented by DPs. These modules could be embedded in developed assistive
devices as part of an upgrade of their sensing and control software and hardware functions.

To validate the characteristics of each device (functions, design, and weight), the
participation of people with visual impairments was essential. However, none of the
experiments have yet been performed with a different group of people. Experiments on
the use of assistive devices kits in larger real environments and with larger groups of DPs
should be the object of further study.

5. Conclusions

The structure of cities is widely diverse, whether due to their demographics or so-
cioeconomic aspects. Among these, socioeconomic aspects tend to have a more significant
impact, mainly due to cultural factors. Today, there is an undeniable advance in concepts
and technologies that aim to reformulate the concept of common cities for intelligent and
inclusive cities, which is the objective of this study.

The set of devices or kits developed complies efficiently and cost-effectively with the
function of inserting DPs into urban spaces intuitively without affecting its ergonomics or
decreasing the accuracy of devices.

The development of this kit is described with a didactic approach to stimulate re-
searchers to reproduce some of the functionalities and encourage their improvement.
Moreover, all experiments performed indicate an adequate precision of the devices for each
of the assigned functionalities.

Although the kit complies with specific functions, it can be easily customized to allow
a disabled person to connect with the various services offered inside and outside the urban
space. It is expected that the model and simplified functional logic of the devices will
provide DPs with the possibility to use assistive devices, smartphones, or other interaction
devices and interact with urban objects, such as bus stops, public buildings, poles, and
traffic lights, among others. These intelligent objects made available in the urban space
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may provide customized information to DPs, according to each individual’s limitations
and preferences, while offering them a greater sense of autonomy and belonging.

Finally, following the logic described, new functionalities should be elaborated for
the assistive kit. As shown in this paper’s images, the devices are in the final phase of
prototyping. Initially, they will be made available to DP in the UNSA university community.
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33. Rebernik, N.; Szajczyk, M.; Bahillo, A.; Goličnik Marušić, B. Measuring Disability Inclusion Performance in Cities Using Disability
Inclusion Evaluation Tool (DIETool). Sustainability 2020, 12, 1378. [CrossRef]

34. Rendulich, J.; Beingolea, J.R.; Zegarra, M.; Vizcarra, I.G.G.; Kofuji, S.T. An IoT Environment for the Development of Assistive
Applications in Smart Cities. In Proceedings of the 2019 IEEE 1st Sustainable Cities Latin America Conference (SCLA), Arequipa,
Peru, 26–29 August 2019; pp. 1–4. [CrossRef]

35. Puli, L.; Layton, N.; Mont, D.; Shae, K.; Calvo, I.; Hill, K.D.; Callaway, L.; Tebbutt, E.; Manlapaz, A.; Groenewegen, I.; et al.
Assistive Technology Provider Experiences during the COVID-19 Pandemic. Int. J. Environ. Res. Public Health 2021, 18, 10477.
[CrossRef]

http://doi.org/10.1109/GCCE.2014.7031333
http://doi.org/10.1109/ICCCT2.2019.8824893
http://doi.org/10.1109/WIECON-ECE48653.2019.9019932
http://doi.org/10.1109/ICCAR.2019.8813508
http://doi.org/10.1109/ICoICT.2017.8074697
http://doi.org/10.1109/TENCON.2019.8929579
http://doi.org/10.1109/ISAECT47714.2019.9069737
http://doi.org/10.1109/I2CACIS.2016.7885319
http://doi.org/10.1109/CINE.2017.22
http://doi.org/10.1109/GET.2016.7916687
http://doi.org/10.1109/R10-HTC.2016.7906791
http://doi.org/10.1017/idm.2016.6
http://doi.org/10.1109/ACCESS.2017.2766579
http://doi.org/10.3390/electronics7120345
https://www.gov.uk/government/publications/assistive-technology-definition-and-safe-use/assistive-technology-definition-and-safe-use
https://www.gov.uk/government/publications/assistive-technology-definition-and-safe-use/assistive-technology-definition-and-safe-use
http://doi.org/10.3390/su12041378
http://doi.org/10.1109/SCLA.2019.8905513
http://doi.org/10.3390/ijerph181910477

	Introduction 
	Materials and Methods 
	Smart Cane 
	Smart Glove 
	Smart Cap 

	Results 
	Hardware Design 
	Smart Cane—Architecture 
	Smart Glove—Architecture 
	Smart Cap—Architecture 

	Experiments and Functionality Testing 
	Smart Cane—Functions 
	Smart Glove—Functions 
	Smart Cap—Functions 
	Usability Experiments 


	Discussion 
	Conclusions 
	The Connection Diagram and the Graphical Mapping of the Components 
	References

