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Abstract: Building Management Systems can be used for effective monitoring, management, planning,
and improving the quality of work on large objects (office buildings, factories). Moreover, these
systems can reduce costs during the operational phase. One of the technically complex and expensive
facilities in which functions of Building Management Systems are used are data centers. To achieve a
high level of efficiency at the Facility Management stage, it is important to work with data centers
from the design stage. Data center design issues can be solved using Building Information Modeling,
but during the transition to the operation of the facility some problems arise, namely the correct
data export for Facility Management, the connection of real sensors with the model, and the receipt
of data. All of these also affect the efficiency of the data center systems management. This article
introduces a novel methodology for interconnecting Building Information Models with real sensors
in data centers, which can provide a basis for further optimization. Furthermore, it can result in a
more efficient operation in the operational phase. The proposed method is implemented and the
experience gained as a result of the application is described.

Keywords: building information modeling; data center; optimization; building management system

1. Introduction

Data centers—as specialized facilities—include [1,2]:

• Information infrastructure, including server equipment, provides the data center
functions, namely data storage and processing.

• Telecommunications infrastructure allows to interconnect the data center elements
and transfer the data between the users and the data center.

• Engineering infrastructure including several systems: air conditioning and ventilation
system, uninterruptible power supply, fire extinguishing, low current systems and
access control, other systems according to the specifications [3].

The data center design has a large impact on the profitability and efficiency of compa-
nies. Preparation for the proper operation of data centers requires specific methods and
approaches, one of which is data modeling.

Although, in most cases, Building Information Modeling (BIM) technologies are ap-
plied to the design and construction of buildings, it can also be used during the operational
phase. The new methodology proposed in this article is based on a novel use of BIM for
Facility Management (FM): a direct connection of real sensors with their digital models is
established, and new families are defined, which include several operational parameters
that vary during the operation of the facility.

The aim of the study is to improve the operation of data centers at the FM stage. The
essence of the problem is that data centers are designed and built using either computer
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aided design (CAD) or BIM and then, separately from this process, a Building Management
System (BMS) is created for the operation of the facility. As a result, the design of an
object and the creation of a BMS are disparate processes. This article suggests designing
directly in BIM and then using FM programs to combine the BIM model with BMS, thereby
eliminating the duplication of work and reducing the possibility of errors.

The methodology has been implemented in a project referred to as ‘JSC CROC project’
in the article, and the project data are used in the analysis. To test the methodology, a BIM
family was created for 54 temperature sensors and 5 humidity sensors evenly spaced in a
room. Using FM software, the digital copies of the sensors were connected to real sensors
located in 18 cabinets in the existing data center, and continuous data collection from each
of these sensors was ensured.

According to Green Grid, data center Power Usage Effectiveness (PUE) is the ratio of
the total amount of energy used by the data center to the amount of energy utilized by the
computing equipment [4]:

PUE =
Total power in the data center

Total power utilized by IT equipment in the data center
(1)

This ratio will always yield a value greater than 1, and the less efficient data center is,
the larger the PUE number is. Data Center infrastructure Efficiency (DCiE) is the inverse
of PUE:

DCiE =
1

PUE
(2)

The Table 1 shows the levels of efficiency with PUE and DCiE indicators [5].

Table 1. Efficiency values of Data Center [5].

PUE Level of Efficiency DCiE

3 Very inefficient 33%

2.5 Inefficient 40%

2 Average 50%

1.5 Efficient 67%

1.2 Very Efficient 83%

Constant control of the temperature range and humidity in data centers improves
energy efficiency. According to the graph in Figure 1, power consumption increases
significantly from an average of 27 ◦C, depending on the environmental class of the
data center.

Designs 2023, 6, x FOR PEER REVIEW 2 of 14 
 

 

The aim of the study is to improve the operation of data centers at the FM stage. The 

essence of the problem is that data centers are designed and built using either computer 

aided design (CAD) or BIM and then, separately from this process, a Building Manage-

ment System (BMS) is created for the operation of the facility. As a result, the design of an 

object and the creation of a BMS are disparate processes. This article suggests designing 

directly in BIM and then using FM programs to combine the BIM model with BMS, 

thereby eliminating the duplication of work and reducing the possibility of errors. 

The methodology has been implemented in a project referred to as ‘JSC CROC pro-

ject’ in the article, and the project data are used in the analysis. To test the methodology, 

a BIM family was created for 54 temperature sensors and 5 humidity sensors evenly 

spaced in a room. Using FM software, the digital copies of the sensors were connected to 

real sensors located in 18 cabinets in the existing data center, and continuous data collec-

tion from each of these sensors was ensured. 

According to Green Grid, data center Power Usage Effectiveness (PUE) is the ratio of 

the total amount of energy used by the data center to the amount of energy utilized by the 

computing equipment [4]: 

PUE =
Total power in the data center

Total power utilized by IT equipment in the data center
 (1) 

This ratio will always yield a value greater than 1, and the less efficient data center is, 

the larger the PUE number is. Data Center infrastructure Efficiency (DCiE) is the inverse of 

PUE: 

DCiE =
1

PUE
 (2) 

The Table 1 shows the levels of efficiency with PUE and DCiE indicators [5]. 

Table 1. Efficiency values of Data Center [5]. 

PUE Level of Efficiency DCiE 

3 Very inefficient 33% 

2.5 Inefficient 40% 

2 Average 50% 

1.5 Efficient 67% 

1.2 Very Efficient 83% 

Constant control of the temperature range and humidity in data centers improves 

energy efficiency. According to the graph in Figure 1, power consumption increases sig-

nificantly from an average of 27 °C, depending on the environmental class of the data 

center. 

 

 

(a)     Rack inlet temperature, °C

S
er

v
er

 p
o

w
er

in
cr

ea
se

ASHRAE high

ASHRAE low

1.20

1.14

1.16

1.18

1.08

1.10

1.12

1.06

1.04

1.02

1.00
15.0 20.0 25.0 27.0 32.0 35.0

(b)     Rack inlet temperature, °C

S
er

v
er

 a
ir

 f
lo

w
 r

at
e

in
cr

ea
se

ASHRAE high

ASHRAE low

2.40

2.60

1.80

2.00

2.20

1.60

1.40

1.20

1.00
15.0 20.0 25.0 30.0 35.0

Figure 1. (a) ASHRAE Volume Server power increase vs. Inlet temperature and (b) ASHRAE Volume
Server air flow rate increase vs. Inlet temperature [6].
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The energy consumption of IT equipment is directly related to the power demand of
the fans used for cooling the equipment; the cooling power requirement of a data center
can be computed as a function of rack inlet temperature. Increasing temperature results in
enhanced power consumption and reduced efficiency of IT equipment. Moreover, a rapid
growth occurs when the temperature exceeds 27 ◦C, and the electricity consumption can
increase up to 20% in the range of 27–35 ◦C. That is why the temperature range of 18–27 ◦C
is recommended by ASHRAE [7].

Maintaining the proper temperature and indoor humidity ranges based on continuous
monitoring of data centers can provide significant energy savings. For example, to ensure
the required reliability of data center equipment, the temperature and the humidity can be
controlled through the airflow; an increased volume of cool air is drawn in by equipment
as the temperature rises.

Temperature sensors have unique parameters, such as the temperature inlet and outlet
of the rack, and sensor identification number. Humidity sensors also have a unique ID and
varying humidity parameters. The digital models of temperature and humidity sensors
with the necessary parameters are created and implemented in a real operating data center
equipped with real sensors by using FM software. During the operation of the data centers,
data was collected from the sensors, allowing to evaluate the new methodology.

The Flow chart in Figure 2 describes the process providing the connection between
BIM and real sensors. It illustrates that the proposed method solves several problems,
namely the traditional connection to the BMS and the connection to the BIM operational
model improving the reliability of data exchange. If a problem in the connection between
the FM program and the BIM model occurs, the traditional BMS continues to operate
normally.
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2. Literature Review

The range of studies linking data centers and BIM is very limited in the literature, and
there is especially little research in the field of the application of FM for data centers.

The concept of using BIM for automation data centers design is given in [8]. The
methodology proposed by the authors is based on the extended use of BIM for the operation
and maintenance of data centers.

As data centers are integrated parts of the enterprise information systems, it seems to
be natural to use the tools for data center design that are successfully used in other fields
of design and operation. Despite the importance of this task, so far, this topic is discussed
only by a few researchers. Two of the sources providing studies in this field are [9,10].

Wei et al. [9] suggested the use wireless sensor networks (WSN) to monitor thermal
performance parameters and further the prediction of them. They also described an
approach by integrating BIM and WSN to improve the data center thermal performance
and energy efficiency. However, the methodology was proposed without checking using
FM software to collect data from sensors in the BIM.

Rossella et al. [10] reviewed different methods of data exchange between BIM and
FM software and applied the data exchange method to the performance indication model
(PIM) pilot case study with regards to surgery rooms in healthcare building.

Karim et al. [11] give examples that show the effectiveness of using various methods of
model preparation for building in Qatar University, for further operation and maintenance.

Table 2 highlights that the traditional ways to prepare models for further use for FM
are less effective than designing directly in BIM. Moreover, when preparing a project first,
for example in CAD, and then transferring it to BIM, errors usually arise and duplication
of work tends to occur.

Although several methods for studying existing objects are available, they have signif-
icant disadvantages. Techniques associated with 3D scanning are rather expensive, and the
methods based on photogrammetry are less accurate.

The data capture techniques discussed in [11] and described in Table 2 are the following:

• CAD to 3D BIM Models—Architecture Structural MEP; Fittings, fixtures, non- textured
model (Interior and Exterior);

• Scan to 3D BIM Models—Architecture Structural MEP Full 3D textured model (Interior
and Exterior); Point cloud-based on laser beams;

• UAV to 3D BIM Models—Full 3D textured model (Exterior only); Point cloud based
on photogrammetry;

• 3D BIM Models to BMS.

Table 2. Comparison of different data collection methods for subsequent integration into BMS [11].

CAD to 3D BIM
Models

Scan to 3D BIM
Models

UAV to 3D BIM
Models

3D BIM
Models to BMS

Data source Executive drawings,
specifications

Measurements of a real
building

Measurements of a real
building NA

Total cost ($) of the
technology (hardware

and software)
(~US 4000) (~US $20,000) (~US $1700) (~US $5040)

Total time (Man-hours) 160.25 23.5 6 4

Minimum data
accuracy (%) 100 99.4 98.9 100

Accuracy consideration Fully accurate Max error 2 cm/any
dimension Max 4 to 5 cm/100 m NA

Table 3 shows some important projects available in the literature, where the connection
between BIM and FM is discussed.
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Table 3. Examples of information exchange between BIM and FM in the literature.

Name of the Project Purpose Methods of Information Exchange

Sydney Opera House ([12], 2007) Preparation BIM based CAD
documentation for further FM IFC model (integrated data model)

Taiwan’s school ([13], 2011)
Extend BIM into the maintenance phase
and to create a single repository of facility

data for facilities maintenance

Application Programming Interface and
C# programming language

University of Chicago, ([14] pp. 294–314,
2013) Supporting actions on the FM stage Spreadsheet (modified version of COBie)

Terrassa Campus ([15], 2016) Studying the advantages of the
integration of FM and BIM

Application of specific identifier number
for objects

Laboratory and office building
([16,17], 2018)

Using more efficient data acquisition
during FM

Comparison among different methods:
manual; spreadsheet; CSV; IFC

Public University building ([18], 2018) To develop and maintain central database
to support FM COBie and IFC

Scandinavian and Denmark hospitals,
cases A and B ([19], 2018)

Supporting elements of digital model at
the FM stage

Manual combination of operational
information in FM (case A); specified

classifications of systems (case B)

In this paper, a practical example is presented to show the issue of design and sub-
sequent preparation of a model for its use in FM. The importance of this study lies in the
fact that the proposed method demonstrates the direct relationship among the following
three components: temperature and humidity sensors, FM software, and BIM. All these
components work together, thereby eliminating errors.

3. Main Stages of Creating Building Management Systems for Data Centers

BMS manages all areas and functions of systems in facilities. It brings individual
technical systems together, collects their data, and automates their control. The integration
of BIM technologies and the design of data centers have become a necessary process. The
use of BIM for FM makes it possible not only to model an object, but also to manage objects
throughout their entire life cycle.

A BMS applied for data centers allows solving problems of maintaining the continuity
of power supply, water supply, air conditioning of the premises of the building, control
of the fire extinguishing system and telecommunication systems, access control systems
and video surveillance, etc. The documentation and the system building process have the
following steps in a classic BMS:

1. Development of documentation in 2D (with AutoCAD or similar programs). The
documentation must include: block diagram of connecting elements; equipment layout
plan; connection diagrams of elements; and specification.

2. Installation of all necessary sensors and controllers and their connections to each
other.

3. Configuration of software and central server; creation of all connections and circuits
in specialized software.

The disadvantages of the traditional BMSs that can be eliminated with the application
of the proposed method are as follows:

1. Duplication of work: 2D drawings and diagrams are created by an engineer,
and then they are transferred to a specific program for sequential operation and sets the
necessary parameters by another one.

2. The spatial location of parts is undetermined because of 2D representation, there is
no way to indicate the location of the object on the equipment plan accurately.

3. Changes in the location of the equipment are recorded manually with the high
probability of errors.
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3.1. Structure of the Building Management Systems

A BMS in data centers is usually connected to several systems, such as the power
supply system with devices for monitoring the state of the distribution part, diesel generator
sets, and uninterruptible power supplies (UPS); the air conditioning system of technological
premises; the automatic installation of gas fire extinguishing; and the general ventilation
control system. A BMS is a completely autonomous, functionally complete solution. The
structure of the system includes a set of technological equipment, measuring and control
instruments, and automation equipment.

The structure of a BMS includes primary measuring sensors and actuators; data
collection modules are located in local automation cabinets. Communication and data
transmission channels connect modules and sensors. The BMS server allows for the
collection of data for further control by using the operator’s workstation.

3.2. Description of the Main Automation Equipment

The main automation equipment includes:

1. Humidity and temperature sensors.

The humidity and temperature sensors are designed to reflect the temperature and
humidity indicators in the data center premises. The recommended humidity parameters
are in the range of 40–60%. The data center room temperature sensors are typically mounted
in potentially hot areas near each HVAC unit to monitor their operating status. The settings,
depending on the room, are most often in the range of 18–27 ◦C. Temperature parameters
at the rack inlet and outlet (cold and hot aisles) are also monitored separately. ASHRAE
recommends front and rear sensors for each rack (top, middle, and bottom) [20]. Their
number depends on the number and heat dissipation of the active equipment installed
inside. The temperature ranges are as follows: 18–27 ◦C at the entrance to the rack; less
than 20 ◦C at the outlet of the rack.

2. Switch

A network switch is a device designed to connect equipment to a computer network
within one or more network segments. The switch operates at the link layer of the OSI
network model.

3. BMS server

BMS server designed to collect data from sensor equipment is installed in the cabinets
and data center. It is integrated into the BMS data exchange network according to the
Ethernet standard.

4. Operator panel software

Operator panel software intended for organizing local control and outputting infor-
mation from sensors. In case of failure, the software provides control and visualization
functions of the data presentation.

3.3. Connecting Sensors to the BMS

Temperature and humidity sensors are sensitive elements and are located together
with a digital-to-analog converter; a cable is connected to it, through which electrical signals
pass. The sensors are connected to the controller with RJ-45 connectors. The controllers can
communicate using TCP/IP, SNMP, and other protocols. The data (signals) coming from
the sensors are processed in the controller, recorded in the memory, and transferred to the
software on the server via the IP network. Furthermore, by using the web application of
the BMS program, we can access the data and set thresholds.

The diagram in Figure 3 describes the process of connecting sensors to the BMS system.
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Our data are from a data center with 18 racks, 54 temperature sensors, and 5 humidity
sensors. These sensors are connected to the controllers. To connect them, controllers
and expansion boards of the APC were used. Up to 6 sensors can be connected to one
controller or expansion board. Accordingly, in our case, there were 10 such controllers and
expansion cards.

4. Implementation BIM for FM

From the point of view of the BIM model, the main sensors that need to be added
to the model are humidity sensors and temperature sensors. It is crucial to keep track of
accurate information about the environment in which the servers are located in real time.

The use of equipment’s internal thermometers for data acquisition, which is typical
in practice, has several disadvantages, the main ones being that the temperature data are
reflected from the sensor installation point and do not show the real condition of the cabinet
as a whole. Furthermore, servers do not include humidity sensors, which are also important
for the normal operation of a data center.

Thus, the optimal operation of data centers requires the installation of a certain number
of temperature and humidity sensors at certain places in the data center, which leads to a
layout optimization problem of the sensor system that also can be studied in the proposed
model.

It is recommended to use sensors with a cable connection to eliminate the possible
interferences received when using an electromagnetic signal (see e.g., an example of using
wi-fi sensors in [9]).

To connect physical sensors to the model, it is necessary to create families of these
sensors in Revit and select the software for FM.

4.1. Preparing New Families According to the Requirements of the Proposed Model

To build the model families, temperature and humidity sensors were created with
the following parameters: Name; Manufacturer; Equipment code; Type, brand; Unit of
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measurement; Inlet and outlet temperature or humidity; ID; Note; and the size of the
sensors. All these characteristics are needed at the operational stage. Furthermore, they
are automatically inserted into the specification of new sensors created in Revit and also
exported to the FM model.

4.2. Data Export from BIM to FM

The framework used for FM in order to organize the communication with BIM properly
is crucial. The most important practical examples of using BIM for FM are given in [10].
The main ways to exchange information are as follows:

• through the IFC file transfer of the model and through the XML properties of the
model elements;

• through the IFC file transfer of the model and through the COBie properties of the
model elements;

• creating an FM model manually;
• using special software for direct data transfer to the FM model.

In addition to the graphic component, an important element of the families in Revit
for FM is the information component. The issue of transferring data to the FM model is
open, as it depends on the needs for data exchange at a particular facility. In the first two
methods, graphical and object parameters have to be transferred separately.

Although the most popular way to exchange data is COBie, in this research, a direct
export from Revit to FM software is applied because of the special requirements of our
system and the following disadvantages of COBie.

COBie is an exchange format typically used to export data for manageable assets from
BIM design software into a data format that can be easily imported into FM and Operations
and Maintenance software. COBie aids to collect important project data such as equipment
specification lists, warranties, product data sheets, maintenance schedules, and life span.
This information is crucial to assist the operation and maintenance of the facility [21]. COBie
can be handed to the facility managers by importing it into Computerized Maintenance
Management System (CMMS) software or by Microsoft Excel spreadsheet format, which is
the most popular [22]. The information transferring into a COBIe file and the file structure
are described in detail in [23]. The COBIe file structure is presented in Appendix A. A
disadvantage of this method is that a COBie file transfers only a table of the main project
parameters, it does not contain the parameters we need, such as the temperature sensor
parameters. The graphic objects are transferred by means of conversion to the IFC format.

Consequently, it is more efficient to directly transfer data to the program for FM. This
method allows the transfer of both graphical information about objects and their properties.
Furthermore, in the proposed methodology, the following functions from FM software
have an important role:

1. Transfer the 3D model with all the necessary parameters to the software for FM.
2. Supplement the model with the necessary information: scans of drawings, datasheets.
3. Connecting of real sensors and elements of engineering systems to the program.
4. Indication and display of emergency situations, with the ability to identify the object

in 3D.
5. Creation of scheduled maintenance schedules and assignment of responsible persons.

When implementing our model (in the JSC CROC project), EcoDomus software for our
study purpose [24] was used, which provides the abovementioned functions. Communica-
tion between EcoDomus and BMS also allows us to display graphics from the equipment’s
sensors, providing access to relevant information to all building engineers. Communication
between BMS and EcoDomus is organized through a web interface. Essentially, EcoDomus
receives the same data as the BMS system.

To test the methodology presented in this article, models were created for 54 tempera-
ture sensors and 5 humidity sensors evenly spaced in the room. The digital copies of the



Designs 2023, 7, 3 10 of 15

sensors were connected with the FM software to real sensors located in 18 cabinets and
areas in the operating data center.

Figure 4 shows the location of temperature and humidity sensors in the data center
room, as well as inside the racks. Since sensors from adjacent racks are connected to the
same controller, pairs of racks are marked with the same letter.
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The data coming from the sensors were collected over 24 h. It allowed us to check
changes in temperature and humidity during this period of time from each of these
sensors. The average parameters of temperature and humidity are presented in the
Appendices B and C.

5. Discussion

Improvement of the design and operation stages of data centers results in the increased
efficiency of facilities and significant cost savings. The control of the temperature and
humidity distribution inside the data centers is a crucial aspect of operational efficiency.
Thus, finding the optimal parameters of the temperature and humidity sensor system
(among them the number and position of sensors) is an essential aspect of efficiency
improvement. The optimization requires an appropriate data model like the one proposed
in this article.
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Figure 1 shows that the power consumption of data centers increases significantly
from the average of 27 ◦C, thus the control of the temperature range and humidity in data
centers leads to the improvement of the energy efficiency. In addition, our experience in
the implementation of a data model in the ‘JSC CROC project’ allows us to talk about
significant time savings from the design stage of the data center to its operation. Compared
to the experience of working in classical CAD and BMS systems, efficiency improvement is
obtained in terms of design stage:

• the total time of reducing the engineers’ work—by 25% (from 80 to 60 mans-hours in
the case study);

• reduction of time for checking intersections during design stage with other systems—
by two times (from 32 to 16 mans-hours in the case study);

• reduction of the terms of approvals with related systems—by 50% (from 24 to 12 mans-
hours in the case study).

The method proposed in this article allows for the detection of deviations from the
required parameters of the sensors and the immediate notification of the operator about it.
Moreover, unlike the classical BMS, changes in the position of sensors or the addition of
new ones are automatically duplicated in the information model.

6. Conclusions

Till now, there have been just a few studies related to the use of BIM for the design,
construction, and operation of data centers. The purpose of this study was to demonstrate
the concept of a direct connection of BIM from design to operation of a data center providing
a practical example of a temperature and humidity monitoring system.

This study presents an approach that combines the BIM design method and its further
use for specific FM software. This method is implemented in the project referred to in the
article as the ’CROC JSC Project’.

With ready-made CAD drawings, BIM conversion needs much more time and re-
sources compared to creating a project directly in the model. Laser scanning of existing
objects is too expensive for general use, whereas creating a BIM model for construction and
further facility management offers a competitive solution (see Table 2).

Another important issue that can be treated with the proposed method is the complex
process of transferring data from the model to the FM program, where a number of
problems may arise. Since the integration of different BMSs with BIM is questionable,
according to this study, the best solution is to use software linking BIM and BMS directly.
An answer to the main question of this research, ‘How to optimize operation for data centers
at the FM stage by using BIM?’, was presented by applying special purpose software to
connect BMS and BIM in FM from the design stage to the operation. This approach excludes
the possible errors in documentation during the design and construction stage and also
reduces time incurred by the unnecessary repetition of work.

The FM software used in the study provides the possibility of direct data export
(graphic and informational component); monitoring of sensor parameters in real time; and
the ability to use the web interface. Due to the data collected from the sensors during
the day in the case study, it was possible to analyze the performance of the proposed
methodology and its effectiveness.

The limitations of the study are based on the amount of humidity and temperature
sensors used to test proposed methodology. Moreover, due to the fact that the data was
collected for the study purpose, time was limited to 24 h.

The issue of future research is the application of the presented technique for larger
systems (with a greater number of sensors and with a longer time interval) for further
optimization purposes.

Firstly, it is planned to consistently increase the interval for monitoring data from
existing sensors: from 24 h to a week, and from a week to a month. This will allow for the
analysis and tracking of measurement errors that may occur over a longer interval.
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Secondly, it is planned to increase the number of temperature and humidity sen-
sors and cabinets. The model, described in this work, uses 54 temperature sensors and
5 humidity sensors that cover 18 cabinets. This is sufficient for a small data center, but
for large industrial data centers, it may not be enough. Therefore, the number of cab-
inets in which the additional installation of sensors is planned will be increased up to
36 cabinets located in different rooms. This will allow to simulate a data center with several
cabinet rooms.

In conclusion, having tested the monitoring of temperature and humidity in several
cabinet rooms of the data center, it will be possible to supplement the system with other
sensors or use it not only within data centers but also for monitoring smart buildings. Since
the principle of building the system presented in the article is universal and applicable to
different objects, only the number and type of sensors will be different.
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Appendix A

Table A1. COBie structure [25].

Design

Component It defines the independent organized physical objects and features, which may need management, like
examination, maintenance, repairing and replacement, throughout the operational phase

Facility It defines a geographic benefit or different operative built, normally in a part of infrastructure or building in
association with details and the geographic location scope of the project chronological

Floor It defines a particular portion of space, containing separated horizontal regions, vertical levels, and
subdivisions with allocated spaces

Space It defines the area type like occupied space, service area and under maintenance area, including unoccupied
spaces, but not necessarily isolated spaces

System It defines set of Components that can managed and arranged to provide corporate functions

Type It defines the Component specifications such as materials, items and products

Zone It defines a group of Spaces, which have a particular Attribute in common, like condition, activity, entry
and management
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Table A1. Cont.

Common

Attribute It defines a particular specification that related to an asset

Connection It defines a common relationship between two components

Contact It defines a person or an association which responsible for the lifecycle of a Facility

Coordinate Coordinate It defines a location related to Component, Space, Floor or Facility

Document It defines an external document related to an asset

Issue It defines the lake of information or hazard that related to the assets

Build

Job It defines a task that related to Type throughout the operational phase

Resource It defines an ability or material that is necessary to accomplish a Job

Spare It defines a part that related to a Type and can be replaced with another part

Appendix B

Table A2. Average temperature data from the sensors used in the case study.

Temperature Sensors

Rear Side Rear Side Front Side

Cabinet 1
TS 1.1 TS 1.2 TS 1.3

23.18 ◦C 23.60 ◦C 18.54 ◦C

Cabinet 2
TS 2.1 TS 2.2 TS 2.3

22.99 ◦C 23.33 ◦C 19.00 ◦C

Cabinet 3
TS 3.1 TS 3.2 TS 3.3

22.53 ◦C 23.18 ◦C 19.04 ◦C

Cabinet 4
TS 4.1 TS 4.2 TS 4.3

22.76 ◦C 23.72 ◦C 19.31 ◦C

Cabinet 5
TS 5.1 TS 5.2 TS 5.3

22.68 ◦C 22.38 ◦C 18.93 ◦C

Cabinet 6
TS 6.1 TS 6.2 TS 6.3

22.95 ◦C 23.75 ◦C 19.04 ◦C

Cabinet 7
TS 7.1 TS 7.2 TS 7.3

23.68 ◦C 22.72 ◦C 19.50 ◦C

Cabinet 8
TS 8.1 TS 8.2 TS 8.3

23.45 ◦C 22.41 ◦C 19.16 ◦C

Cabinet 9
TS 9.1 TS 9.2 TS 9.3

23.45 ◦C 22.91 ◦C 19.20 ◦C

Cabinet 10
TS 10.1 TS 10.2 TS 10.3

23.72 ◦C 23,37 ◦C 19.50 ◦C

Cabinet 11
TS 11.1 TS 11.2 TS 11.3

23.07 ◦C 23.22 ◦C 19.31 ◦C

Cabinet 12
TS 12.1 TS 12.2 TS 12.3

22.53 ◦C 23.83 ◦C 19.31 ◦C
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Table A2. Cont.

Temperature Sensors

Rear Side Rear Side Front Side

Cabinet 13
TS 13.1 TS 13.2 TS 13.3

23.49 ◦C 23.33 ◦C 19.27 ◦C

Cabinet 14
TS 14.1 TS 14.2 TS 14.3

21.72 ◦C 23.26 ◦C 19.04 ◦C

Cabinet 15
TS 15.1 TS 15.2 TS 15.3

22.22 ◦C 22.64 ◦C 19.08 ◦C

Cabinet 16
TS 16.1 TS 16.2 TS 16.3

21.84 ◦C 24.64 ◦C 19.16 ◦C

Cabinet 17
TS 17.1 TS 17.2 TS 17.3

23.49 ◦C 22.61 ◦C 19.04 ◦C

Cabinet 18
TS 18.1 TS 18.2 TS 18.3

22.57 ◦C 22.91 ◦C 18.93 ◦C

Appendix C

Table A3. Average humidity data from the sensors used in the case study.

Humidity Sensors

HS 1 HS 2 HS 3 HS 4 HS 5

35.19% 34.70% 36.89% 35.15% 35.36%
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