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Abstract: In this work, a Detect and Avoid system is presented for the autonomous navigation of Unmanned Aerial Vehicles (UAVs) in Urban Air Mobility (UAM) applications. The current implementation is designed for the operation of multirotor UAVs in UAM corridors. During the operations, unauthorized flying objects may penetrate the corridor airspace posing a risk to the aircraft. In this article, the feasibility of using a solid-state LiDAR (Light Detecting and Ranging) sensor for detecting and positioning these objects was evaluated. For that purpose, a commercial model was simulated using the specifications of the manufacturer along with empirical measurements to determine the scanning pattern of the device. With the point clouds generated by the sensor, the system detects the presence of intruders and estimates their motion to finally compute avoidance trajectories using a Second Order Cone Program (SOCP) in real time. The method was tested in different scenarios, offering robust results. Execution times were of the order of 50 milliseconds, allowing the implementation in real time on modern onboard computers.
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1. Introduction

Urban Air Mobility (UAM) is a concept that aims to improve the efficiency of the urban and interurban system through the use of UAVs (Unmanned Aerial Vehicles) for the transport of people and goods. At the European level, it is important to highlight the U-Space project, coordinated by Single European Sky ATM (Air Traffic Management) Research (SESAR), and in which different public and private entities collaborate for the progressive implementation of the UAM [1]. The U-Space Blueprint [2] defines the main technological challenges for the implementation of the UAM, as well as the future objectives to be achieved. The aim is to progressively increase the automation of UAV operations, so that in the future high volumes of air traffic can be managed in complex navigation environments such as a city [3,4].

For the development of these operations, in accordance with the FAA (Federal Aviation Administration) Concept of Operations [5], new infrastructures will be necessary, the so-called UAM corridors, which are aerial highways free from obstacles that connect several landmarks of a city. These air spaces would be adapted dynamically based on factors such as the weather, traffic congestion and time of day [6]. Nowadays, countries such as South Korea are already testing this concept and they intend to have several UAM corridors operational by 2025 [7].

Currently, most UAV flights are carried out in VLOS (Visual Line of Sight), that is, operations in which there is a person who maintains unaided visual contact with the aircraft to ensure the safety of operations. However, in the future, with the development of the UAM, new operations are expected, involving BVLOS (Beyond Visual Line of Sight) flights or even autonomous ones. For this purpose, according to U-Space, it is necessary to develop aircraft with a higher level of autonomy. Security and social acceptance are key factors for
the definitive implementation of the UAM [8,9], and there are still multiple technological and legal challenges to overcome.

In the future, it is planned to use active surveillance protocols such as ADS-B (Automatic Dependent Surveillance Broadcast) to obtain the position of the aircraft operating in the urban environment [10]. In this way, from a ground station, air traffic can be managed to guarantee the safety of operations. However, at low altitudes, flying objects such as unauthorized UAVs or birds may penetrate the airspace of the UAM corridors, posing a risk to the aircraft. In addition, during the operations, failures in the communication protocols may occur, leaving the aircraft unattended during the flight with the associated risk [11]. Therefore, for these reasons, it is necessary for aircraft to have Detect and Avoid systems to solve these contingencies.

Detect and Avoid systems are based on the use of sensors to detect and position obstacles to subsequently establish maneuvers to guarantee the safety of the aircraft [12]. One of the main candidate technologies are solid-state LiDAR (Light Detecting And Ranging) sensors. These devices emit infrared light beams in different directions to measure the time of flight and obtain three-dimensional reconstructions of the navigation environment [13]. It is an active technology that does not depend on lighting conditions for its operation, which provides a greater robustness in night situations. In addition, by obtaining the distance measurements through the time of flight, they do not require processing to generate the 3D scene [14]. Furthermore, thanks to the development of robotics and autonomous driving [15], the cost of this technology has declined considerably, and nowadays there are light (about 500 g) and precise commercial sensors for prices below 1000 US dollars.

In this work, the feasibility of using a Livox Avia sensor for the detection of aerial obstacles was evaluated. For this purpose, the behavior of the sensor was simulated using Ray Tracing techniques [16]. Besides, experimental measurements were carried out to determine the scanning pattern and the technical specifications were considered to model the measurement errors of the device. Artificial point clouds of dynamic environments were generated to assess the capabilities of the sensor to detect moving obstacles.

With these point clouds, the geospatial information was processed to determine the position and velocity of the obstacles of the navigation environment. The trajectory and the equations of motion of the UAV were discretized to obtain a Second Order Cone Program (SOCP), with which avoidance trajectories were calculated in real time. SOCP is a particular type of Non-Linear Program (NLP) in which a linear objective function is minimized subject to linear and second order constraints [17].

Previous works have used NLPs for the development of obstacle avoidance solutions, but they obtained computation times of up to several seconds [18,19]. NLP problems, in their general case, are of the NP-Hard type, that is, the computation time increases exponentially with the number of variables. To address this problem, recent obstacle avoidance solutions based on NLPs limited the use of non-linear constraints to only equality relations, reducing the complexity of these non-convex problems and obtaining affordable computation times using quasi-Newton numerical methods [20,21]. In this work, instead of limiting the constraints to equality relations, an equivalent methodology is proposed through inequality conic constraints, converting the problem into a convex SOCP. Convergence times of SOCPs are generally lower than for NLPs in their generic form as they are convex problems. In fact, with numerical schemes based on interior-point methods and other techniques [22–24] computation times of the order of 0.1 s can be obtained [17].

The main advantage of SOCPs and NLPs over state-of-the-art obstacle avoidance is their ability to adapt to the characteristics of the detection system and the UAV and anticipate the motion of the obstacles no matter how far they are. Other proposals such as those based on geometric relationships [25,26], fuzzy logic [27,28] or potential fields [29–31] only apply corrections to the trajectory when the UAV is at a distance less than a threshold value from the obstacle. When the distance is greater, the algorithms do not act, and the UAV continues with its original trajectory. This can be a problem if the obstacles are moving at a considerable speed, since the minimum distance considered by these methods could
be insufficient and the UAV would not be able to react in time. In SOCP methods this does not happen, as since the moment the detection system anticipates a risk of collision, an avoidance path is automatically calculated considering the performances of the UAV. In addition, unlike other methods such as those based on neural networks [32,33], no training is required, nor the generation of study cases for the implementation.

For these reasons, SOCPs are commonly used in guidance and control applications to calculate actions that optimize a certain objective. Previous works [34–36] developed SOCP path planning algorithms for UAV navigation between waypoints in a scenario with multiple fixed obstacles. The previous implementations allowed the calculation of routes in real time, with computation times of the order of 100 ms, according to the authors. Zhang et al. presented an algorithm for the calculation of landing trajectories of multirotor UAVs on mobile platforms [37]. Based on a prediction of the movement of the platform, the algorithm estimates a trajectory that minimizes the flight time and the actions necessary for landing on the platform.

Other applications in the field of trajectory calculation in aerospace engineering are the calculation of actions in atmospheric re-entry maneuvers or the guidance of Air-to-Ground Missiles [38–41]. They are also used in other applications, where computing time is critical, such as attitude control and space landing maneuvers [41–44]. These methods are very flexible and can be adapted for the modelling of multiple physical systems. In this work, considering the detection capabilities of LiDAR technology and the operational characteristics of a typical multirotor UAV, a dynamic obstacle avoidance algorithm based on SOCP was implemented, which allows the calculation of avoidance trajectories that minimize the flight time between different points in an UAM corridor.

The manuscript is organized as follows: Section 2 presents the methodology, introducing the simulation environment and the trajectory computation algorithm. In Section 3, different study cases are analyzed to assess the performance of the implementation and the computational cost. In Section 4 the final conclusions are presented as well as future works and improvements.

2. Methodology

Figure 1 presents the implementation scheme of this work. For the validation of the Detect and Avoid system, three clearly differentiated blocks were developed, as it is depicted in the figure. The first one is the Trajectory Simulator, which generates the trajectories of the UAV, as well as the different obstacles in the navigation environment. During the flight, the LiDAR Simulator replicates in real time the point clouds that would be obtained when using a real onboard sensor. With this information, the Detect and Avoid system identifies the different obstacles in the environment and estimates their trajectory to check if there is a possible risk of collision. Based on this prediction, the aircraft will follow the current trajectory or activate the obstacle avoidance system based on the SOCP Optimizer to guarantee the safety of operations.

2.1. LiDAR Simulation

In this work, a Livox Avia was simulated. It is a solid-state LiDAR sensor manufactured by Livox Technology, that it is mainly oriented to robotics, mapping, and position awareness applications. Table 1 shows the sensor’s specifications, according to the manufacturer [45].

In this case, this LiDAR sensor is a time-of-flight device whose operating principle is based on sending pulses of infrared light to measure the distance in different directions. These kind of LiDAR sensors typically have one or more light beams that can be directed forming scanning patterns to obtain 3D point clouds of the sensor environment. These scanning patterns are specific of each model and may vary depending on the field of view and point rate of the sensor. Livox Avia has an elliptic petal scan pattern composed of six light beams. These rays are synchronized with the internal clock of the sensor and rotate to form the scanning pattern.
In this work, the scanning pattern of the device was determined experimentally. For this purpose, a flat wall with good reflectivity was scanned and a point cloud was sampled during an acquisition time of three seconds. With the points of the cloud, the directions of the rays were projected on a plane located one meter away from the sensor (plane X = 1). To recover possible rays that did not return to the sensor correctly, a linear interpolation was implemented to approximate these values through the measurements of contiguous rays. Figure 2 represents the scanning pattern obtained for a time of 0.08 s. As it can be appreciated, the sensor periodically phases out the petals of the pattern to progressively cover the field of view.

With this scanning pattern, the propagation of rays within the UAV operating scenario was simulated. Two reference frames were defined as it is depicted in Figure 3: The LiDAR reference frame, which has the origin at the center of the LiDAR sensor and whose x axis is aligned with the perpendicular axis to the device; and the Global reference frame, a Cartesian coordinate axis corresponding to the UAV’s navigation environment. The LiDAR sensor model was integrated into the trajectory simulator considering the relative pose of the UAV. For this, the translations and rotation matrices corresponding to each instant of time were applied during the execution of the trajectories to consider the orientation of the sensor in the ray propagation.
For generating the point clouds, the LiDAR simulator uses stl models. They are triangular meshes that connect a series of points of a 3D geometry. These models can be translated and rotated to replicate the movement of different obstacles or UAV intruders that may penetrate the UAM corridor. Once the rays were generated, the intersections with the triangulations of the stl model were calculated using a Triangle Ray Intersection method [16]. To accelerate the calculations, the stl meshes were sorted according to their distance to the sensor. Then, following this order, the algorithm checks for each ray if it intersects with any of the triangles. As the meshes are sorted, when the algorithm detects the intersection with one of the triangles, the routine stops since this is the closest to the sensor, and in which the real ray would be reflected. This process is repeated at each instant of the simulation considering the scanning pattern obtained experimentally.

Finally, to represent a more realistic behavior of the sensor, the distance errors were modelled adding Gaussian noise to the distance values of the sensor. The value of $1\sigma$ provided by the manufacturer was employed as the Gaussian typical deviation. This value may differ depending on the distance and the optical properties of the target. Besides, other
factors such as for instance the rotation of the propellers or the differences from the real UAV and the geometry of the stl model were not considered.

There are probably differences of the order of a few centimeters between the measurements of the real sensor and the simulator. However, for the calculation of the position of the obstacles, this is not very relevant, since the main function of the sensor is not to obtain an accurate three-dimensional reconstruction of the surface of the obstacles, but to estimate their position through distance measurements. Considering that in this work the detection distance magnitudes are of the order of 30 m and the flight speeds around 5 m/s, the differences between synthetic and real clouds are not relevant. The most important aspects to detect obstacles are the density of points, which limits the size of obstacles that can be detected, as well as the field of view, which determines the region in which obstacles are detected. Both factors were determined from experimental measurements and with this information in the Results section, an assessment of the detecting capabilities will be carried out.

Figure 4 represents a stl model of a DJI F450 (Figure 4a), as well as a simulated point cloud at 10 m from the sensor for a sampling period of 1 s (Figure 4b). The points of the cloud are referenced with respect to the internal clock of the sensor, as can be seen in Figure 4b.

![Figure 4](image1.png)

Figure 4. Reference model and simulation: (a) Original stl mesh. (b) Simulated point cloud.

To estimate the position and speed of the obstacles in the scene, the on-board computer uses these distance measurements synchronized with the internal clock of the LiDAR and performs a linear regression to determine the position and speed of the obstacles (Equation (1)). They are samples taken randomly from different points on the surface of the stl model, so there will be a certain deviation in the measurements the sensor is measuring distances to different points of the surface. However, with a sample with enough points, this error can be eliminated statistically and positioning with centimeter precision can be achieved.

\[
X_{\text{obs}}(t) = ax + by + tz; \quad Y_{\text{obs}}(t) = ay + by + tz; \quad Z_{\text{obs}}(t) = az + bz + tz \tag{1}
\]

2.2. SOCP Collision Avoidance Algorithm

2.2.1. Navigation Environment of the UAV

As aforementioned, the UAV’s navigation environment is a UAM corridor, which according to existing design concepts would be practically straight air highways free of obstacles. Nevertheless, it is likely that eventually flying objects such as unauthorized UAVs or birds will enter this airspace. To avoid the risk of collision, the aircraft must always maintain a lateral safety distance \(d_{\text{min}}\) as shown in Figure 5. For this reason, the
onboard computer computes in real time the probability of violating this distance restriction. It employs the predictions given by Equation (1) and activates the avoidance algorithm if necessary.

![Figure 5. UAM Corridor environment.](image)

As was mentioned in the previous section, two reference frames were defined: the LiDAR and the global reference frame, being the latter the one used for the collision avoidance system. The position of the UAV in the UAM corridor is defined by a set of cartesian coordinates as can be seen in Figure 5. The X axis is aligned with the direction of the UAM corridor, while the Z coordinate represents the height of the aircraft. On the other hand, the Y coordinate measures the deviation with respect to the central line of the UAM corridor.

For the implementation of the obstacle avoidance algorithm based on SOCP (Second Order Cone Programming), the position of the UAV was discretized temporally and spatially. In this way, for a given number of discretization steps, the UAV state variables are defined through an array for the different instants of time (Equation (2)):

\[
X = (X[1], X[2], \ldots, X[n_{\text{step}}]); \quad Y = (Y[1], Y[2], \ldots, Y[n_{\text{step}}]); \\
Z = (Z[1], Z[2], \ldots, Z[n_{\text{step}}])
\]  

(2)

The execution of the maneuvers is executed in a period \( t_f \), which will depend on the distance travelled, as well as the complexity of the maneuver to be carried out. In this way the temporary array is defined as a function of \( t_f \). Thus, the vector \( t \) is defined as an array of equally spaced points by a time \( \Delta t \) (Equation (3)):

\[
t = (\Delta t, 2\Delta t, \ldots, t_f); \quad \Delta t = \frac{t_f}{n_{\text{step}} - 1}
\]

(3)

To simplify the notation, from now on we will denote by \( \vec{r}[t] \) the position of the aircraft in the Global Reference System at each time discretization step, according to Equation (4):

\[
\vec{r}[t] = (X[t], Y[t], Z[t])
\]

(4)

It is important to note that in this implementation, the position of the UAV was considered as the only state variable of the aircraft, which reduces the complexity of the problem and improves the SOCP computation times. To approximate the values of velocity and acceleration, first and second order finite differences were used, respectively, as described in Equation (5):

\[
\vec{v}[t] \approx \frac{\vec{r}[t + 1] - \vec{r}[t]}{\Delta t}; \quad \vec{a}[t] \approx \frac{\vec{r}[t + 1] - 2\vec{r}[t] + \vec{r}[t - 1]}{\Delta t^2}
\]

(5)
2.2.2. SOCP Formulation

SOCPs (Second Order Cone Programs) are convex optimization problems of a linear functional, in which the optimization variable is restricted to the region bounded by m cones in an $\mathbb{R}^{n+1}$ Euclidean space (Equation (6)). Besides, there can also exist linear equalities among the components of the optimization variable, which are typically expressed in a matrix form.

$$\begin{align*}
\text{minimize :} & \quad f^T x \\
\text{subject to :} & \quad \| A_i x + b_i \|_2 \leq c_i^T x + d_i \quad i = 1, \ldots, m \\
& \quad F x = g
\end{align*}$$

where $x \in \mathbb{R}^n$ is the optimization variable. $f \in \mathbb{R}^n$, $A_i \in \mathbb{R}^{n \times n_i}$, $b_i \in \mathbb{R}^{n_i}$, $c_i \in \mathbb{R}^n$, $d_i \in \mathbb{R}$, $F \in \mathbb{R}^{p \times n}$ and $g \in \mathbb{R}^p$ are the optimization parameters. $\| \cdot \|_2$ indicates the Euclidean norm.

The variable $x$ includes all the unknowns of the optimization problem. In the case of this obstacle avoidance algorithm, it will be equal to the UAV’s position vector $\vec{r}[t]$ at each discretization step, as well as the execution time of the maneuver ($t_f$) (Equation (7)). The variable $\Delta t$ is not included in the unknowns since it is not independent and can be calculated using Equation (3).

$$x = (\vec{r}[1], \vec{r}[2], \ldots, \vec{r}[n_{\text{step}}], t_f)$$

In the case of this obstacle avoidance problem, the function that was decided to be optimized is the flight time $t_f$, in this way efficient routes are obtained that minimize the delay with respect to the originally planned route.

Regarding the equality constraints, the position and initial speed of the UAV are defined as the starting point of the algorithm. For the position, the numerical value is directly assigned to the optimization variables (Equation (8)), while for the velocity, finite differences (Equation (5)) were used to approximate the derivatives and operations were performed to obtain a linear system of equations (Equation (9)):

$$\vec{r}[1] = (X_i, Y_i, Z_i)$$

$$\vec{r}[2] - \vec{r}[1] = (V_{x_i}, V_{y_i}, V_{z_i}) \Delta t$$

The final position of the UAV is defined through a quadratic inequality constraint (Equation (10)). The final position of the UAV is constrained to a sphere of radius $d_{\text{slack}}$, centered on the final point of the trajectory; this is to give some slack distance to the problem and speed up the convergence of the algorithm. In this way, the final position of the UAV is defined as:

$$\| \vec{r}[n_{\text{step}}] - (X_f, Y_f, Z_f) \|_2 \leq d_{\text{slack}}$$

The flight domain must be restricted to the limits of the UAM corridor. For this reason, to avoid that the UAV may escape from this region, linear inequality constraints are defined to establish the limits of the domain (Equation (11)). These constraints are applied in all the temporal steps of the maneuver, therefore:

$$\text{for } t = 1 : n_{\text{step}} : \quad Y_{\text{min}} \leq Y[t] \leq Y_{\text{max}}; \quad Z_{\text{min}} \leq Z[t] \leq Z_{\text{max}}$$

For the correct execution of the maneuvers, the calculated routes must consider the operational characteristics of the aircraft. Additional constraints were added at each discretization step ($t$) to limit the maximum velocity and acceleration of the UAV. Regarding the speed limitation, as aforementioned, this quantity was approximated using finite differences. Deriving Equation (5), a conic inequality constrained was obtained to limit the maximum speed (Equation (12)).

$$\text{for } t = 1 : n_{\text{step}} - 1 : \quad \| \vec{r}[t + 1] - \vec{r}[t] \|_2 \leq V_{\text{max}} \Delta t$$
Equivalently, for the acceleration, the same procedure was followed to obtain Equation (13). However, this expression is not conic, as a $\Delta t^2$ appears outside the Euclidean norm term:

$$\text{for } t = 2 : n_{\text{step}} - 1 : \| \vec{r}[t + 1] - 2 \vec{r}[t] + \vec{r}[t - 1] \|_2 \leq a_{\text{max}} \Delta t^2$$  \hspace{1cm} (13)

In order to obtain a conic constraint, the right-hand side of Equation (13) was linearized with a Taylor expansion (Equation (14)) to obtain an expression in the standard form of a SOCP. The linearization was carried out around a reference $\Delta t$ value ($\Delta t_{\text{ref}}$). This quantity is equal to the expected time of flight for a straight path between the start and end points, divided by $(n_{\text{step}} - 1)$. Finally, after this relaxation, Equation (15) was obtained:

$$a_{\text{max}} \Delta t^2 \approx a_{\text{max}} \left( \Delta t_{\text{ref}}^2 + 2 \left( \Delta t - \Delta t_{\text{ref}} \right) \right)$$  \hspace{1cm} (14)

$$\text{for } t = 2 : n_{\text{step}} - 1 : \| \vec{r}[t + 1] - 2 \vec{r}[t] + \vec{r}[t - 1] \|_2 \leq a_{\text{max}} \left( \Delta t_{\text{ref}}^2 + 2 \left( \Delta t - \Delta t_{\text{ref}} \right) \right)$$  \hspace{1cm} (15)

The last restriction for calculating trajectories is the minimum lateral safety distance with respect to the different obstacles in the navigation environment ($d_{\text{min}}$). To introduce the position of the obstacles to the SOCP algorithm, Equation (1) was discretized in the temporal array obtaining Equation (16):

$$\left( X_{\text{obs}}[j][t], Y_{\text{obs}}[j][t], Z_{\text{obs}}[j][t] \right) = (a_{xj} + b_{xj} t \Delta t, \ a_{yj} + b_{yj} t \Delta t, \ a_{zj} + b_{zj} t \Delta t)$$  \hspace{1cm} (16)

Thus, with this discretization and the position of the UAV, the minimum lateral separation is defined in Equation (17):

$$\text{for } t = 1 : n_{\text{step}} : \text{for } j = 1 : n_{\text{obs}} : \| (X_{\text{obs}}[j][t], Y_{\text{obs}}[j][t]) - (X[t], Y[t]) \|_2 \geq d_{\text{min}}$$  \hspace{1cm} (17)

Finally, all these equations are converted into the standard form of a SOCP and solved using a large-scale optimizer. To accelerate the convergence of the calculations, a straight trajectory at the maximum possible speed between the initial and final point of the UAV’s trajectory is introduced as an initial guess to the solver. In this work, three large-scale optimizers were used to compare their relative performance: SNOPT [23], IPOPT [22], and KNITRO [24].

3. Results

3.1. LiDAR System Detection Capabilities

To validate the positioning capabilities of the linear regression method presented in Equation (1), several scenarios of a target approaching the sensor at different speeds and from different distances were simulated. To do this, a stl model of a DJI F450 was sampled for 0.5 s and point clouds such as the one represented in Figure 6 were obtained. As can be seen, the point density of this cloud is much lower than the one of Figure 4b since it was acquired at a greater distance and with a shorter sampling period. The device works as if it were a rangefinder, that takes random points from the surface of a body to make estimations of its position.

Table 2 shows the results of the regression along with the 95% confidence interval for the different scenarios. As can be seen, the errors are of the order of cm for both the speed and the ordinate at the origin. It is an acceptable result considering the precision of the instrument and the low density of points. For the distance of 30 m, the precision was slightly lower since fewer points were obtained. It can also be seen that the sensor tends to position the target slightly closer to its actual center of mass position. This is because most of the captured points, due to the sensor’s field of view, correspond to the front of the DJI F450.
3.2. Avoidance Maneuvers

To study the capabilities of the Detect and Avoid algorithm, several test cases were defined for a quadcopter with a maximum speed limited to 5 m/s and a maximum acceleration of 2 m/s. This UAV flies between two waypoints of the UAM corridor, being the start point (0, 0) and the end point (50, 50). During the trajectory, different invading aircraft penetrate the airspace and violate the minimum separation distance restrictions. The UAV must first detect these aircraft, to later estimate their position and make the appropriate trajectory corrections. For this purpose, the stl model of the DJI F450 and a sampling period of 0.5 s were used for the regression.

A minimum safety distance of 5 m was used for all study cases. The on-board computer every 0.5 s performs the linear regression and estimates the trajectory of the invading aircraft. If it detects that the safety distance may be smaller than 4.5 m for any point of the trajectory, the SOCP algorithm is activated, and the trajectory is recalculated. The number of discretization points was adapted dynamically for each maneuver considering the distance in a straight line from the initial point to the end of the trajectories, adapting this parameter to have one discretization point per meter of distance. To better understand how avoidance maneuvers are performed, videos of the study cases were included in the Supplementary Materials section. For each study case, animations of the trajectories as well as the dynamic point clouds sampled by the LiDAR sensor are provided.

3.2.1. Colinear Obstacle

In this first case study, the UAV flies at a speed of 5 m/s and encounters an intruder approaching towards it at a speed of 3 m/s. Both aircraft, if they continue with their trajectories, will collide head-on, as shown in Figure 7a. Figure 7b shows the simulated avoidance trajectory. Firstly, the UAV samples the position of the intruder, and during this time it moves 2.5 m. Then, the SOCP algorithm is activated, and an avoidance maneuver is calculated to maintain the lateral separation and avoid the collision. During this simulation,
the trajectories of the UAV were not recalculated since the intruder did not change, it remained at a constant speed.

![Figure 7](image-url) Colinear obstacle avoidance maneuver: (a) Scheduled trajectory. (b) Recalculated path.

### 3.2.2. Perpendicular Obstacle

In this second case study, the UAV flying at 5 m/s encounters an obstacle that is flying at 3 m/s in a direction perpendicular to it. According to the trajectories of both, if no action is taken, both will collide sideways, as shown in Figure 8a. Figure 8b shows the simulation results. As in the previous case, firstly, the UAV samples the position of the intruder to then proceed to calculate the evasion maneuver shown in the figure. As in the previous case, the algorithm did not need to recalculate the aircraft’s trajectory as the intruder kept flying at the same constant speed.

![Figure 8](image-url) Perpendicular obstacle avoidance maneuver: (a) Scheduled trajectory. (b) Recalculated path.

### 3.2.3. Obstacle with Acceleration

The following case study is similar to the one shown in Section 3.2.2, in which an obstacle moving at 3 m/s is directed towards the UAV perpendicularly (Figure 9a). However, in this case, the obstacle decides to brake by applying a constant acceleration of 1 m/s²...
to avoid the collision. After this change in the trajectory of the obstacle, if the UAV were to perform the maneuver calculated in Section 3.2.2, it would violate the minimum safety distance as represented in (Figure 9b).

Figure 8. Perpendicular obstacle avoidance maneuver: (a) Scheduled trajectory. (b) Recalculated path.

3.2.3. Obstacle with Acceleration

The following case study is similar to the one shown in Section 3.2.2, in which an obstacle moving at 3 m/s is directed towards the UAV perpendicularly (Figure 9a). However, in this case, the obstacle decides to brake by applying a constant acceleration of 1 m/s² to avoid the collision. After this change in the trajectory of the obstacle, if the UAV were to perform the maneuver calculated in Section 3.2.2, it would violate the minimum safety distance as represented in (Figure 9b).

Figure 9. Accelerating obstacle avoidance maneuver: (a) Initial forecasted obstacle trajectory. (b) Initial avoidance maneuver.

In this maneuver, the system, which constantly updates the predictions of the motion of the obstacle, computes two trajectory changes as shown in Figure 10. Firstly, as in Section 3.2.2, it moves towards positive values of Y to avoid the obstacle, but when it detects that the obstacle decelerates, it recalculates a new trajectory to avoid it. As can be seen, the safety distance applied is greater than the minimum, since when it performs the second trajectory calculation, the intruder obstacle is at a speed of 2 m/s heading towards the UAV. After calculating this trajectory, the intruder continues to decrease its speed, but no further route changes are made since there is no risk of collision.

Figure 10. Avoidance trajectory.

3.2.4. Dynamic Scenario

In this last maneuver, a scenario with various obstacles with changing speeds was simulated, for which the UAV must recalculate its trajectory dynamically. The UAV is hovering at the initial point and detects the presence of three intruders. One of them
moving diagonally and the others fixed in their initial position (Figure 11a). After sampling their positions, it executes the maneuver depicted in Figure 11b.

During the execution of the trajectory, four seconds after its beginning, the second obstacle begins to move in the direction of the Y axis, approaching the calculated trajectory of the UAV. After performing the sampling, the on-board computer recalculates the trajectory and performs the arc represented in Figure 12.

Consequently, when the aircraft is close to the point X = 30 m, the third obstacle starts to move towards the UAV, as shown in Figure 13a. The UAV then reduces its speed and performs the maneuver shown in Figure 13b to maintain the safety distance and reach the final point.
Consequently, when the aircraft is close to the point $X = 30$ m, the third obstacle starts to move towards the UAV, as shown in Figure 13a. The UAV then reduces its speed and performs the maneuver shown in Figure 13b to maintain the safety distance and reach the final point.

Finally, in Figure 14 the trajectory followed by the UAV is presented after the two trajectory recalculations.

3.3. Computation Time

All the previous simulations were carried out on a laptop using an AMD Ryzen 5 3500U processor. The computation time was measured using different solvers for quadratic and nonlinear optimization problems. Table 3 presents the results for all the maneuvers computed in this work. The first two study cases only required the calculation of a trajectory since the speed of the intruders did not vary throughout the simulation. For the third study case, two additional maneuvers were calculated for which 39 and 22 discretization points were used, respectively. For all the maneuvers, quite low calculation times were obtained with the three solvers, which would allow real-time implementation on an on-board computer. Overall, the KNITRO optimizer had the best performance of the three, closely followed by SNOPT.
<table>
<thead>
<tr>
<th>Study Case</th>
<th>Discretization Steps</th>
<th>Solver</th>
<th>Computation Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Colinear Obstacle</td>
<td>50</td>
<td>IPOPT 0.11</td>
<td>SNOPT 0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KNITRO 0.04</td>
<td></td>
</tr>
<tr>
<td>Perpendicular Obstacle</td>
<td>50</td>
<td>IPOPT 0.05</td>
<td>SNOPT 0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KNITRO 0.03</td>
<td></td>
</tr>
<tr>
<td>Obstacle with acceleration</td>
<td>50</td>
<td>IPOPT 0.04</td>
<td>SNOPT 0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KNITRO 0.03</td>
<td></td>
</tr>
<tr>
<td>Dynamic Scenario</td>
<td>50</td>
<td>IPOPT 0.08</td>
<td>SNOPT 0.04</td>
</tr>
<tr>
<td>(First maneuver)</td>
<td></td>
<td>KNITRO 0.04</td>
<td></td>
</tr>
<tr>
<td>Dynamic Scenario</td>
<td>39</td>
<td>IPOPT 0.05</td>
<td>SNOPT 0.03</td>
</tr>
<tr>
<td>(Second maneuver)</td>
<td></td>
<td>KNITRO 0.03</td>
<td></td>
</tr>
<tr>
<td>Dynamic Scenario</td>
<td>22</td>
<td>IPOPT 0.04</td>
<td>SNOPT 0.03</td>
</tr>
<tr>
<td>(Third maneuver)</td>
<td></td>
<td>KNITRO 0.03</td>
<td></td>
</tr>
</tbody>
</table>

4. Conclusions

This article presents a Detect and Avoid solution for UAV navigation in UAM corridors. A commercial LiDAR sensor was simulated including its operational characteristics to replicate the detection capabilities that an UAV would have with this technology. With this information, an avoidance algorithm based on SOCP programming was developed to compute trajectories in real time and modify the trajectory of the vehicle if a risk of collision is anticipated. The following goals were achieved:

- The position and speed of the obstacles were correctly measured employing the point clouds from the LiDAR sensor.
- UAV operational characteristics are considered for the computation of trajectories.
- A fast implementation was obtained that allows the calculation of trajectories practically in real time on a modern computer.

In future works, the effect of meteorological phenomena such as wind gusts on the evasion capabilities of the algorithm will be studied. The influence of the speed and size of the intruders will be analyzed to evaluate how the safety distance should be dynamically adapted with respect to them. In addition, the feasibility of adapting this implementation or developing a new methodology for fixed-wing aircraft will also be assessed.
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