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Abstract: Self-localization and state estimation are crucial capabilities for agile drone autonomous 
navigation. This article presents a lightweight and drift-free vision-IMU-GNSS tightly coupled mul-
tisensor fusion (LDMF) strategy for drones’ autonomous and safe navigation. The drone is carried 
out with a front-facing camera to create visual geometric constraints and generate a 3D environ-
mental map. Ulteriorly, a GNSS receiver with multiple constellations support is used to continu-
ously provide pseudo-range, Doppler frequency shift and UTC time pulse signals to the drone nav-
igation system. The proposed multisensor fusion strategy leverages the Kanade–Lucas algorithm to 
track multiple visual features in each input image. The local graph solution is bounded in a re-
stricted sliding window, which can immensely predigest the computational complexity in factor 
graph optimization procedures. The drone navigation system can achieve camera-rate performance 
on a small companion computer. We thoroughly experimented with the LDMF system in both sim-
ulated and real-world environments, and the results demonstrate dramatic advantages over the 
state-of-the-art sensor fusion strategies. 

Keywords: real-time autonomous navigation; vision-IMU-GNSS state estimation; sensor fusion;  
robotics; integrated navigation; simultaneous localization and mapping 
 

1. Introduction 
Intelligent drones will soon play an increasingly significant role in industrial inspec-

tion, environment surveillance, and national defense [1–3]. For such operations, flight 
mode dependent on the human remote control can no longer meet the mission require-
ments under complex scenarios. Autonomous and safe navigation abilities have become 
a principal indicator to measure the robot’s intelligence level. How to steadily hold the 
drone pose in real-time is challenging to solve the problem of autonomous and safe nav-
igation. Due to the airframe oscillation during flying, the drone’s state estimator must 
achieve superior stability during rapid movement, which leads to the existing multisensor 
fusion strategies being usually unreliable. 

Compared with the drone pose estimator based on a single sensor, the multisensor 
fusion algorithms [4–8] can fully use the complementary characteristics between different 
kinds of sensors to obtain more accurate and credible drone states. The portable camera 
and inertial measurement unit (IMU) can output the drone pose with centimeter-level 
precision in the local coordinate system, but the drone pose in the local frame will drift 
with it moving. Global navigation satellite system (GNSS) has been widely used in vari-
ous mobile robot navigation tasks to provide drift-free position information [9,10]. In or-
der to leverage the complementary characteristics between different sources, the multi-
sensor fusion strategy based on vision-IMU-GNSS information can fully use the respec-
tive advantages of portable cameras, IMU and GNSS to obtain accurate and drift-free 
drone pose estimation. 
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Unfortunately, the multisensor fusion strategy with vision-IMU-GNSS will face the 
following problems: First, the output frequencies from each sensor are different (camera 
is about 30 Hz; IMU is about 200 Hz; GNSS receiver is about 10 Hz). How to synchronize 
and align these raw measurement data from different sources will be an intractable prob-
lem. Second, visual-inertial odometry can usually achieve centimeter-level positioning ac-
curacy over a short range, while GNSS positioning accuracy is two orders of magnitude 
lower than visual-inertial odometry. Finally, how can the pose estimator quickly recover 
to its previous state when one of the sensors suddenly fails and usually works again? 

To deal with the problems mentioned above, we demonstrate LDMF, a probabilistic 
graph optimization-based multisensor fusion scheme for micro drone autonomous navi-
gation, which is the evolution of our previous explorations [11,12], as shown in Figure 1. 
The LDMF navigation system tightly coupled visual constraint and inertial information 
with GNSS raw measurements for precise and driftless drone pose estimation. The LDMF 
system can achieve real-time robot state estimation after CUDA acceleration on an air-
borne computer. The main novelties of LDMF are exhibited below: 
• The LDMF system leverages the Kanade–Lucas [13] algorithm to track multiple vis-

ual feature descriptors [14] in each video frame, and the image corner describing and 
matching between adjacent frames are not required in the corner tracking procedure. 
Moreover, our system supports multiple types of cameras, such as monocular, bin-
ocular, and RGB-D. After NVIDIA CUDA acceleration, the robot pose estimator can 
achieve camera-rate (30Hz) performance on a single-board computer. 

• The LDMF navigation system can not only quickly provide the drone pose and ve-
locity to the trajectory planner, but also synchronously generate the environment 
map for automatic obstacle avoidance. Furthermore, the additional marginalization 
strategy discharged the computation complexity of the LDMF system. 

• By entirely using the GNSS raw measurements, the intrinsic drift from the vision-
IMU odometry will be dumped, and the yaw angle residual between the odometry 
frame and the world frame will be updated without any offline calibration. The drone 
state estimator is able to execute rapidly in unpredictable scenarios and achieves local 
smooth and global drift-free characteristics without visual closed-loop detection. 

Intel RealSense D435i camera

Pixhawk Flight Control Unit

NVIDIA Jetson Xavier NX

GNSS Antenna

U-Blox ZED-F9P GNSS Receiver

 
Figure 1. The self-developed agile drone is equipped with the LDMF navigation system. 
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2. Related Work 
Academic researches on drone pose estimation algorithms are extensive. Noticeable 

approaches include PTAM [15], ORB-SLAM [8,16,17], RGBD-SLAM [18], LSD-SLAM [19], 
and OpenVINS [20]. In this section, however, we omit the overview of unfeasible ap-
proaches for drone state estimation and pay extra attention to the small-size and econom-
ical sensors, such as cameras, inertial measurement units, and GNSS receivers, to achieve 
autonomous and safe navigation in unknown environments. 

2.1. Visual Odometry 
Visual odometry (VO) has solved autonomous drone navigation using vision sen-

sors. A single monocular camera is the most straightforward vision sensor in the visual 
odometry method. Different from other sensors, cameras are passive, accessible, and 
power efficient. Consequently, vision-based methods have been widely used in robot state 
estimation. Visual odometry was initially solved by extended Kalman filter (EKF) based 
methods [21], i.e., every input image is filtered to calculate the camera pose and the corner 
locations jointly. Filter-based methods have some shortcomings that eventuate accumula-
tive errors and the additional calculation with little new information. Correspondingly, 
keyframe-based strategies [16,17] calculate the camera pose using laconic image frames 
allowing to implementation of more complicated but accurate bundle adjustment optimi-
zations. Bundle adjustment is an algorithm based on the least square principle, which is 
commonly used in the field of photogrammetry. Bundle adjustment calculates the camera 
pose and the three-dimensional map points as unknown parameters and uses the coordi-
nates of the map points as observation data to obtain the optimal camera pose. Some lit-
erature [22] has confirmed that keyframe-based approaches are more precise than coun-
terparts with the same calculation complexity. 

In probability theory, probabilistic graph optimization is a widely used model in 
Bayesian reasoning. Factorizing a global function with multiple variables can obtain the 
product of several local functions. Inspired by this principle, the residuals can be easily 
constructed. The back-end modules of keyframe-based SLAM are often constructed by 
probabilistic graph optimization. PTAM [15] was the first keyframe-based SLAM system, 
which introduced the trick of splitting feature tracking and map building in parallel 
threads and has been successfully applied to solve real-time augmented reality problems. 
The feature matching process of PTAM [15] extracts FAST features matched from each 
image frame, which causes the corners to only be valid for feature tracking but not for 
loop detection. Inspired by the above strategies, the ORB-SLAM series [8,16,17], a graph 
optimization-based visual simultaneous localization and mapping (SLAM) system, makes 
full use of the oriented fast and rotated brief (ORB) features to construct a covisibility 
graph to limit the computational cost. The experimental results show that ORB-SLAM [8] 
can execute in indoor and outdoor environments and deploy on ground robots, agile 
drones and hand-held motions. The localization errors of ORB-SLAM [8] are generally 
below one centimeter in small indoor scenes and a few meters in large outdoor scenes. 

Direct methods do not extract corners from image frames but directly collect the pixel 
intensities over the input frames and calculate the camera pose by minimizing a photo-
metric error. LSD-SLAM [19] could map large-scale semi-dense scenarios using direct 
methods instead of bundle adjustment over image features. LSD-SLAM [19] is able to op-
erate in real-time as the low computational complexity of the system brings about more 
potential applications for 3D dense map construction than feature-based visual odometry. 
Regrettably, their pose estimation accuracy is critically lower than the feature-based meth-
ods. A hybrid between feature and direct-based strategies is the semi-direct visual SLAM. 
SVO [23] tracks FAST features with a nonzero intensity gradient from image to image. In 
the meantime, it optimizes robot pose and environmental map using reprojection error. 
Benefiting from the system without requiring to feature matching in every input image, 
SVO [23] was able to operate at high speed in embedded computers equipped with a small 
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drone. Due to the lack of global consistency, however, localization errors will accumulate 
with the camera translating. 

2.2. Multisensor Fusion State Estimation 
In the field of robot autonomous navigation, multifarious sensor fusion has become 

increasingly dominant in recent years because multisensor fusion can steadily provide a 
robot pose by exploiting the complementary characteristics of each sensor. The simplest 
method to amalgamate raw data derived from various sensors is loosely coupled data 
fusion [24], where the measurements from each sensor are solved respectively, and the 
obtained results are fused. During this period, each sensor is treated as an independent 
module. The specific sensor fusion process is usually executed through the extended Kal-
man filter (EKF), where one sensor is used to transmit system states, and other sensors are 
used to update results. Unlike loosely coupled sensor fusion, the tightly coupled sensor 
fusion strategies leverage either filter-based or graph optimization-based methods, where 
all input data are optimized together from the raw measurement level. 

The multi-state constraint Kalman filter (MSCKF) [21], an emblematic filter-based 
visual-inertial odometry, holds several prior camera trajectories in the robot pose vector 
and exploits the geometric constraints between multiple camera views that observed a 
particular image feature to update the robot states efficiently. Compared with the filter-
based multisensor fusion methods, the nonlinear optimization-based methods hold and 
estimate all previous system states to obtain the optimal robot poses, which can achieve 
better localization accuracy at the expense of calculation amount. Unfortunately, owing 
to excessive computational complexity during the iterative solution, few nonlinear opti-
mization-based approaches can achieve real-time performance on micro robots, such as 
an agile drone. To make the system quick enough, nonlinear optimization-based ap-
proaches [25,26] usually calculate the robot state over a bounded sliding window that is 
implemented by marginalizing out old system states and sensor measurements. Open 
keyframe-based visual-inertial SLAM (OKVIS) [27] is a nonlinear optimization-based 
multisensor fusion system that optimizes robot pose in a bounded container. The residual 
term is respectively formulated with a weighting of photo geometry reprojection factor 
and inertial measurement factor. VINS-Fusion [28] and Kimera [29] also estimate robot 
poses in a bounded container with pose graph optimization, but they increase a particular 
module to recover odometry from tracking failures. It should be noted that since the local-
aware sensors (e.g., camera, IMU, and LiDAR) only impose local relative constraints 
among robot states, accumulation error is an inevitable crux in a local-aware sensor-based 
navigation system, especially over long-range movement. 

Compared with local-aware sensors, global-aware sensors (e.g., GNSS receivers, 
magnetometers, and barometers) are dominant for long-distance navigation within large-
scale environments. Since local-aware sensors achieve impressive performance in small-
scale environments and global-aware sensors have no accumulated error, it is an ingen-
ious tactic to fuse both of them together to achieve locally accurate and globally drift-free 
drone autonomous navigation. As GNSS provides a globally aware solution in the earth-
centered frame, fusing GNSS messages is an artful way to alleviate cumulative drift. In 
terms of a loosely coupled manner, Lynen et al. [30] fuse visual-inertial odometry with 
GNSS information for robot pose estimation. Shen et al. [31] utilize an unscented EKF 
method to fuse different kinds of sensors to produce an accurate and consecutive robot 
pose. VINS-Fusion [28] combines the position results from different sensors under the op-
timization-based framework to achieve low-drift robot trajectories. GVINS [10] exten-
sively surveys the system performance in several wide ranges of scenarios, where many 
existing dynamic targets and less than four navigation satellites are captured. All works 
mentioned above rely on consecutive source information to solve system states, which 
again limits the practical application of the multisensor fusion state estimation. 
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3. System Overview 
The drone pose includes the current position and orientation in the world coordinate 

system. In our software development, the drone pose is represented by a 3D space point 
and a quaternion. We define (⁎)r as the robot coordinate system. (⁎)o is the odometry frame, 
where the direction of gravity is aligned with the Z axis. World coordinate system (⁎)w is 
a semi-global frame, where the X and Y axes respectively direct to the east and north di-
rection, and the Z axis is also gravity aligned. The earth-centered, earth-fixed (ECEF) 
frame (⁎)e and the earth-centered inertial (ECI) frame (⁎)E are the global coordinate system 
that is fixed concerning the center of the earth. The complete frame transformation rela-
tionship is diagrammed in Figure 2, and the coordinate transformation tree is illustrated 
in Figure 3. The difference between the ECEF and the ECI frame is that the latter’s coordi-
nate axis does not change with the earth’s rotation. 

ψ

Ye

λ

ϕEarth-Centered, Earth-
Fixed Frame (e)

Xe

Ze

World Frame(w)
/Odometry Frame(o)

Xw

Yw

Zw/Zo

Xo

Yo

Earth's equator 

Yr

Xr
Zr

Robot Frame(r)

 
Figure 2. Diagram above shows the complete frame transformation relationship. 

Robot Frame (r)

Odometry Frame (o)

World / ENU Frame (w)

Earth-centered-earth-fixed Frame (e)

Earth-centered-inertial Frame (E)
 

Figure 3. The coordinate transformation tree in our proposed navigation system. 
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The structure of the LDMF system overview is diagrammed in Figure 4. The sensor 
raw data from the drone companion computer are preprocessed, including visual feature 
extraction and tracking, IMU measurements pre-integration, and GNSS raw signal filter-
ing. Vision-IMU-GNSS information is jointly initialized to obtain all the initial values of 
the drone pose estimator. During navigation system initialization, the IMU original meas-
urements are pre-integrated [32,33] to initialize the vision-IMU tightly coupled drone 
odometry. Then, an imperfect drone position in the world coordinate frame is solved by 
the single point positioning (SPP) algorithm. Finally, probability factor graph optimiza-
tion modifies the drone pose in the global coordinate system. 

Raw Measurement Input

Pre-
integration

Signal 
filtering

Data Preprocessing

Loosely Coupled 
Visual-Inertial-GNSS

Initialization

Camera IMU GNSS

Visual 
Factor

IMU 
Factor

GNSS 
Factor

Factor Graph Optimization

Drone Flight State

Feature 
tracking

Autonomous and Safe Navigation
 

Figure 4. The flowsheet of the LDMF autonomous navigation system. 

When the drone state estimator is initialized, constraints from all sensor measure-
ments are tightly coupled to calculate drone states within a small sliding window. In order 
to maintain the real-time performance of the proposed LDMF system, the additional mar-
ginalization scheme [29] is also effectuated after each optimization. 

4. Multisensor Fusion Strategy 
4.1. Formulation 

In this section, multisensor fusion is formulated as a probabilistic factor graph opti-
mization procedure, which constrains the drone states in flight. The factors in the proba-
bilistic graph are composed of visual factor, inertia factor and navigation satellite factor. 
All factors in the factor graph will be formulated in detail through this section. The whole 
system states inside the circumscribed container can be summarized as follows: 

[ ]
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where xk is the drone flight state at the time tk that the kth video frame is captured. It 
contains airframe orientation k

w
rt
o , velocity k

w
rt
v , position k

w
rt
p , gyroscope bias ω kt

b  and ac-
celeration bias kat

b  of the drone in the odometry frame. δ t  and δ ′t  correspond to the 
clock biases and bias drifting rate of the GNSS receiver, respectively. n is the sliding win-
dow size, and m is the total number of visual features in the sliding window. λl  is the 
inverse depth of the lth visual feature. ψ  is the yaw bias between the odometry and the 
world frame. 

4.2. Visual Constraint 
The visual factor constraint in the probabilistic graph is constructed from a sequence 

of sparse corner points. For each input video frame, when the number of feature points is 
less than 100, new corner points are extracted to maintain a sufficient number of tracking 
features. Assume the homogeneous coordinates of the image feature point l in the world 
coordinate frame are: 

,  ,  1 
 

=



T

l lw
l

l l

X Y
Z Zp

 
(2) 

Then the homogeneous coordinates of feature point l in the pixel plane of video frame 
i can be expressed as: 

,  ,  1 =  
 c i i T

l
i

l lu vP
 

(3) 

The projection model of the airborne camera can be expressed as follows: 

= + c rc wi i
l r w l cT T p nP K  (4) 

where T is the transformation matrix, nc is the camera imaging noise, and K  is the camera 
internal parameter matrix: 

0
0
0 0 1

 
 =  
  

x x

y y

f c
f cK

 

(5) 

The elements of the internal parameter matrix can be obtained by the camera calibra-
tion process, and the reprojection model of the feature point l from the video frame i to 
the video frame j can be formulated as: 

( )1ˆ − =  
 c r c cc w rj j i i
l r w r c li lT T T T ZP PK K

 
(6) 

with 

( ) ( )22 22 2 2
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+ + −−
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c ci i
l l

i i
l l

Z
u

f f
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(7) 

where λ ci
l  represents the inverse depth of feature point l relative to the airborne camera 

ci. 
Then the visual factor constraint can be expressed as the deviation between the actual 

position 
 c j
lP  and the measurement position 

̂ c j
lP  of the image feature point l in the video 

frame j: 

( ) ˆˆ , χ −=  c c cj j
V

j
l l lVE z P P

 
(8) 
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where χV  represents the sub-vector related to visual information from the drone flight 
state vector χ . 

4.3. Inertial Measurements Constraint 

The inertial measurements include two parts: gyroscope measurement ω̂ rt  and ac-

celerometer measurement ˆ rta . Both are affected by the gyroscope bias bω and the acceler-
ation bias ba, respectively. The raw measurement values of the gyroscope and accelerom-
eter can be constructed by the following formulas: 

ˆ

ˆ

r rt t

r rt t

r rt t

r r r wt t t
wa a

b n

a a b n R g
ω ω

ω ω = + +


= + + +

 (9) 

where the symbols ω̂rt  and ˆ rta , respectively, represent the measured values of the gyro-
scope and accelerometer at time t with the current IMU body coordinate system as the 
reference system. bω and ba are the gyroscope bias and accelerometer bias, respectively. nω 
and na are gyroscope noise and accelerometer noise, and gw is the gravitational accelera-
tion. 

Assuming that the time of drone flight in two consecutive video frames is tk and tk+1, 
then the orientation (o), velocity (v), and position (p) of the drone at time tk+1 in the local 
world coordinate system can be expressed by the following formula: 
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In the above formula, the symbol ⊗  represents quaternion multiplication and sym-
bols ω̂  and â  represent the measured values from the gyroscope and accelerometer. 

If the reference coordinate system is converted from the local world coordinate sys-
tem (w) to the robot fuselage coordinate system (r), the above formula can be rewritten as: 
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where the IMU pre-integration term can be expressed as: 
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In tensor calculus, the Jacobian matrix is a matrix formed by arranging the first-order 
partial derivatives in a certain way. The function of the Jacobian matrix is that it approxi-
mates a differentiable equation and the optimal linear approximation of the given input. 
Therefore, the Jacobian matrix is similar to the derivative of a multivariate function. Then 
the Jacobian matrix corresponding to the IMU pre-integration term can be expressed as: 

( )t t t ttJ JIδ
α αδ+ = +Q  (14) 

where symbol I represents the identity matrix, and 
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Then the first-order Jacobian approximation of the IMU pre-integration term can be 
expressed by the following formula: 

1 1

1 1

1 1

1
ˆ       1

2

ˆ

ˆ

k k

k k
k

k k
a k kk k

k k
a k kk k

r rt t
r rt t

b t

r rt t
r r b t b tt t

r rt

a

t
r r b t b tt t

a

J b

J b J b

J b J b

ω

ω

ω

α

β β

γ γ

ω

ω

ω

α α

β β

γ γ

+ +

+ +

+ +

  
  ≈ ⊗
  Δ

 

 ≈ + Δ + Δ



 ≈ + Δ + Δ



 
(16) 

This formula represents a sub-matrix in the Jacobian matrix. When the gyroscope or 
accelerometer bias changes, the above first-order Jacobian approximation can replace the 
IMU pre-integration without reintegration. 

The gyroscope factor constraint term is constructed as a rotation residual based on 
the quaternion outer product. Then the complete IMU factor constraint can be constructed 
as follows: 
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where χI  represents the sub-vector related to IMU in the drone flight state vector χ . 

4.4. GNSS Constraint 
The GNSS factor constraint in the probability factor graph model is composed of 

three modules, i.e., pseudo-range factor, Doppler frequency shift factor and receiver clock 
offset factor. The pseudo-range measurement model between the ground receiver and the 
navigation satellite can be expressed as follows: 

( )ˆ δ δ+ + Δ + Δ− += Δ+ +r s tro ion
s E E
r r s pl rmuP t t t tp p c nt

 (18) 
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(19) 

Here, 
E
rp  and 

E
sp  are the positions of the ground receiver and navigation satellite 

in the earth-centered inertial coordinate system, respectively. 
ˆ s
rP  is the measured value 

of GNSS pseudo-range, c is the propagation speed of light in vacuum, δ rt  and δ st  are 

the clock offset of the receiver and satellite, respectively, Δ trot  and Δ iont  are the delay of 

troposphere and ionosphere in the atmosphere, respectively, Δmult  is the delay caused by 

multipath effect, prn  is the noise of pseudo-range signal, and earthω  is the earth’s rotation 

speed. 
s
rt  represents the signal propagation time from the satellite to the receiver. 

Then the GNSS pseudo-range factor constraint can be constructed as the residual be-
tween the true pseudo-range and the receiver-measured pseudo-range: 

( ) ( )ˆ ˆ, χ δ δ= + + Δ + Δ +− + Δ −
k k k kpr pr tro
s sE Ei i
r r s r s rion mult t i t i t

E z t t t t Ptp p c
 

(20) 

where χpr  represents the sub-vector related to the GNSS pseudo-range message in the 
drone flight state vector χ . 

Besides the pseudo-range message, Doppler frequency shift is also an important nav-
igation information in GNSS modulated signal. The Doppler frequency shift measurement 
between the ground receiver and navigation satellite can be modeled as follows: 
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where λ  is the carrier wavelength, ℑ s
r  represents the direction vector between the 

GNSS receiver and navigation satellite, k

E
rt
v

 and 
E
si
v

 represent the relative velocity be-

tween the GNSS receiver and navigation satellite, respectively. δ ′
krt
t  and 

δ ′
si
t

 are the 
clock offset drifting rate with the receiver and the satellite, respectively. 

Then the GNSS Doppler shift factor constraint can be constructed as the residual be-
tween the true carrier Doppler shift and the Doppler shift measurement: 

( ) ( ) ( )1 ˆˆ , χ δ δ δ
λ
 ′ ′= − ℑ + + − −
 k k k k k

s s sE Ei i i
r r r s r s rt t t id i tp td p v vE z c t t f

 
(23) 

where χdp  represents the sub-vector related to GNSS Doppler frequency shift in the 
drone flight state vector χ and ˆδ

k

si
rt
f  is the Doppler frequency shift measurement value. 

Now, the GNSS receiver clock offset error from tk to tk+1 is constructed as follows: 

( ) ( )
1 11 1ˆ ,τ τχ δ δ δ

− −− −
′= − − −

k k k

k
k r r k k rt t t

E z t t t t t
 

(24) 

By combining the pseudo-range factor prE , the Doppler frequency shift factor dpE  , 
and the receiver clock offset factor τE , the GNSS factor constraint item in the drone state 
probability factor graph can be formed. 

4.5. Tightly Coupled Drone Flight State Estimation 
The drone flight pose-solving process is a state estimation problem. The optimal so-

lution is the maximum a posteriori estimation of the drone flight state vector χ . Assum-
ing that the measurement noise conforms to a Gaussian distribution with zero mean, then 
the solution process of the drone flight state vector χ  can be expressed as: 

( )

( ) 22

1

arg max

  arg min ,

|
χ

χ

χ χ

χ χ
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n

p p k
k

P

e H E z
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(25) 

where z is the drone pose linear observation model, HP matrix means the prior drone pose 
information obtained by the airborne camera, n is the number of drone flight state vectors 
in the sliding window, and E(ˑ) implies the sum of all sensor measurement error factors. 

Finally, the complete drone pose information can be obtained by solving the drone 
flight state vector χ  by means of probability factor graph optimization. 

5. Experiments 
5.1. Benchmark Tests in Public Dataset 

The EuRoC datasets [34] are collected from a binocular fisheye camera and synchro-
nized inertial measurement unit carried by an agile drone. The EuRoC datasets [34] con-
tain 11 videotapes, including different lighting conditions and scenarios. We compare the 
proposed LDMF system with OKVIS [27] and VINS-Fusion [28] in EuRoC datasets. OKVIS 
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is another nonlinear optimization-based visual-inertial pose estimator, and VINS-Fusion 
[28] is the state-of-the-art sliding window-based tightly coupled agent state estimator. 

All methods are compared in an NVIDIA Jetson Xavier NX computer, as shown in 
Figure 5. The NVIDIA Jetson series devices are slightly different from other onboard com-
puters because it has a GPU module with 384 CUDA cores, which allows the LDMF sys-
tem to be operated in real-time with CUDA parallel acceleration. The comparison of ex-
perimental results on root-mean-square error (RMSE) is shown in Table 1, which is veri-
fied by an absolute trajectory error (ATE). Due to the lack of GNSS navigation messages 
in the EuRoC datasets, the LDMF system will inevitably generate some accumulation er-
ror over time, an inherent characteristic of all local sensor-based robot pose estimators. 
Fortunately, thanks to the local bundle adjustment, the accumulation error of the LDMF 
system is always within a tolerable range, even if no GNSS messages are received. The 
experimental results show that, on the NVIDIA Jetson Xavier NX embedded platform, the 
LDMF system shows exceptional accuracy compared to other state-of-the-art visual-iner-
tial-based robot odometry. 

 
Figure 5. The NVIDIA Jetson Xavier NX embedded computer is exploited in our evaluation. 

Table 1. Performance comparison judged by absolute trajectory errors in meters. 

Sequence OKVIS VINS-Fusion LDMF 
MH01 0.16 0.18 0.17 
MH02 0.22 0.12 0.14 
MH03 0.24 0.23 0.13 
MH04 0.34 0.29 0.23 
MH05 0.47 0.25 0.35 
V101 0.09 0.12 0.07 
V102 0.20 0.13 0.11 
V103 0.24 0.07 0.13 
V201 0.13 0.09 0.07 
V202 0.16 0.14 0.09 
V203 0.29 0.23 0.18 

Average 0.23 0.17 0.15 



Drones 2023, 7, 34 13 of 24 
 

5.2. Real-World Position Estimation Experiments 
5.2.1. Experimental Preparation 

As exhibited in Figure 6, the equipment employed in our real-world position estima-
tion experiments is a multisensor package with a stereo camera, a standard precision IMU 
and a GNSS receiver. The detailed descriptions of each sensor are shown in Table 2. The 
Intel RealSense D435i is a stereo camera with the addition of a BMI055 inertial measure-
ment unit. Its field of view (FOV) exceeds 104 degrees, and the image sensor supports a 
global shutter. We utilize WIT JY901B inertial navigation module to provide raw inertial 
information. This inertial module has equipped with an MPU-9250 microchip, which can 
continuously output the raw IMU measurements at a frequency of 200 Hz. The u-blox 
ZED-F9P is a high-performance GNSS receiver with multi-constellation support, and it 
integrates real-time kinematics (RTK) technology in a compact encapsulation to acquire 
centimeter-level accuracy in an open-air scene. ZED-F9P offers support for a range of car-
rier ambiguity correction modalities allowing each application to improve navigation pre-
cision. 

In order to provide a reliable ground truth for the experiments, as displayed in Figure 
7, another u-blox ZED-F9P is arranged near the mobile receiver as a base station to feed it 
with a continuous RTCM stream. In other words, a total of two u-blox ZED-F9P modules 
are required in the real-world position estimation experiments, one as the ambulatory 
rover and the other as the stationary base station, to correct the position of the mobile 
rover. RTK base station forwards the RTCM stream to the GNSS receiver’s serial port 
through transmission control protocol (TCP). It is worth noting that the GNSS information 
after RTCM correction is only used to evaluate the performance of the fusion algorithms 
in this paper and will not participate in any practical multisensor fusion process. To elim-
inate the uncertainty from different sensors, the time of each sensor is subject to the robot 
operating system (ROS) time, and the ROS time is aligned with the universal time coordi-
nated (UTC) via the pulse per second (PPS) signal of the GNSS receiver. 

 
Figure 6. The multisensor package is employed in our real-world position estimation experiments. 
The uncertainty of each sensor is well synchronized via the GNSS receiver’s pulse per second (PPS) 
signal. 
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Table 2. The detailed descriptions of each sensor employed in real-world estimation experiments. 

Sensor Item Specification Unit 
Vision   

Model Number Intel D435i  
Image Technology Global Shutter  

Resolution 640 × 480 pixel 
Field of View 87 × 58 degree 
Frame Rate 30 FPS 

Size 90 × 25 × 25 mm 
Inertia   

Microchip MPU-9250  
Gyroscope Resolution 0.061 º/s 

Gyroscope Noise 0.028~0.07 º/s 
Gyroscope Zero Drift ±0.5 º/s 

Accelerometer Resolution 0.0005 g 
Accelerometer Noise 0.75~1 mg 

Accelerometer Zero Drift ±20~40 mg 
Frequency 200 Hz 

GNSS   
Antenna BenTian-3070  

Gain 35 ± 2 dB 
Receiver u-blox ZED-F9P  

Error Range 1.5 m 
Frequency 10 Hz 

 
Figure 7. An RTK base station is used to provide a continuous RTCM stream for the GNSS receiver. 

5.2.2. Pure Rotation Test on a Soccer Field 
Due to the inherent imperfections of local sensors, the motion trajectory of visual-

inertial odometry will inevitably drift over time. In general, the common visual-inertial 
pose estimator can achieve good performance when the robot moves in translation, but it 
does not perform well when the robot moves in pure rotation. In order to assess the per-



Drones 2023, 7, 34 15 of 24 
 

formance of the LDMF system under the condition of pure rotation, we carried out exper-
iments on a campus soccer field, where there are no buildings or big trees around this 
place so that the GNSS receiver can continuously lock the navigation satellite. 

We put the RTK base station over the center of the soccer field. When the RTK status 
changes from “float” to “fixed”, we move along the soccer field sideline, midline and goal 
line in a straight line with the sensor equipment described in the Section 5.2.1. When en-
countering a corner, we rotate 90 degrees and continue to move along the marker line 
until we pass all the marker lines on the soccer field. The entire running situation is shown 
in Figure 8. The red points in Figure 8b,c are the Shi-Tomasi sparse feature points that 
have successfully completed KLT optical flow tracking, and the blue points are the Shi-
Tomasi feature points, but no matching is found. In this experiment, the overall trajectory 
was 1km, and it took about 14 min to complete the whole journey. During this test the 
vast majority of navigation satellites are well captured, and the RTK mode keeps fixed 
throughout the whole experiment. 

The Departure

Place of Figure (b)

Place of Figure (c)

Satellite Distribution

RTK Base Station

 
(a) 

  
(b) (c) 

Figure 8. The travel situation of the pure rotation test. (a) The global journey trajectory is drawn on 
Google Earth; (b) The visual feature state when moving to the central ring on the soccer field; and 
(c) The visual feature state when moving to the south goal line. 

The proposed LDMF system is compared with RTKLIB [35], VINS-Fusion [28] and 
GVINS [10]. All assessments in this section are conducted on an NVIDIA Jetson Xavier 
NX embedded device as before. Table 3 shows the experimental results between LDMF 
and the other two methods, which are verified by an absolute trajectory error (ATE). There 
are four evaluation criteria in this test: namely, root mean square error (RMSE), median 
error, mean error and standard deviation. Figure 9 shows the superiorities of LDMF over 
other methods more intuitively than Table 3. The LDMF is superior to other methods in 
all performance criteria. Figure 10 shows the ATE of RTKLIB [35], VINS-Fusion [28], 
GVINS [10] and our system with respect to the running time. The positioning results from 
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RTKLIB [35], VINS-Fusion [28], GVINS [10] and our system are compared directly against 
the RTK ground truth. As can be seen from Figure 10, the tightly coupled LDMF system 
outperforms other methods in the long distance. It benefits from the tight fusion of the 
global sensor, the cumulative error is limited to a tolerable range, and there is no drift over 
time. It is noteworthy that the LDMF system has an influential error at the initial stage, 
which is caused by the asynchronous initialization in the sensor fusion process. The sys-
tem first initializes the vision module, then integrates with the inertial module, and finally 
feeds into the navigation satellite information. The positioning error decreases gradually 
until the system is completely initialized. 

Table 3. Performance comparison judged by absolute trajectory errors in soccer field sequence. 

Index RTKLIB VINS-Fusion GVINS LDMF 
RMSE 13.11 2.90 1.77 1.39 

Median 11.02 2.46 1.27 1.16 
Mean Error 11.73 2.59 1.46 1.24 

Standard Deviation 5.86 1.32 1.31 0.63 
CPU Usage 55% 395% 275% 190% 

 
Figure 9. The comparison of absolute trajectory errors between different methods. 
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Figure 10. The system consistency on absolute trajectory error as time goes on in the soccer field 
sequence. 

5.2.3. Dynamic Interference Test on an Overpass 
In addition to continuous rotary motion, another challenging scenario is the dynamic 

target interference scene. Next, we will conduct a robustness test for dynamic interference 
and low illumination by crossing an overpass. The test started at dusk, and it was com-
pletely dark by the end of the experiment. During the experiment, a large number of pe-
destrians passed the stereo camera, which caused considerable dynamic interference to 
the visual state estimation, and the trees on both sides of the road also increased the GNSS 
signal noise, which poses a great challenge to the robot navigation system based on a sin-
gle sensor. Furthermore, the motion trajectory is an arbitrary exploration path where no 
intersection exists between routes, so a visual closed-loop cannot be formed. Hence drift-
ing is unavoidable for any local-aware sensor-based odometry. We set the starting point 
as the athletic arena and the destination as the aeronautics park. When the RTK status 
changed from “3D float” to “fixed”, we began to move northward and boarded the over-
pass along the sidewalk. Then move along the sky bridge from east to west until crossing 
the whole bridge. The complete running track is shown in Figure 11. In this robustness 
test, the overall trajectory was 703 m, and it took 8.5 min to complete the whole journey. 
Although the navigation satellite locking received some influence due to the shelter of big 
trees, the RTK state remained fixed throughout the experiment. 
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The  Departure

Place of Figure (b)

Place of Figure (c)

Satellite Distribution  
(a) 

  
(b) (c) 

Figure 11. The travel circumstance of the dynamic interference and low illumination test. (a) The 
global journey trajectory of the large-scale environment is drawn on Google Earth; (b) The visual 
feature state when the D435i camera on the overpass faces the westward academic building; and (c) 
The visual feature state when a car coincidentally passes in front of the camera. 

We compare the proposed LDMF system with RTKLIB [35], VINS-Fusion [28], and 
GVINS [10] in this dynamic interference and low illumination experiment. Table 4 shows 
the experimental results between the LDMF system and the other two methods, and the 
LDMF is superior to other methods in all performance criteria. A more intuitive compar-
ison is shown in Figure 12, which schematically represents a significant advantage of the 
proposed LDMF system compared to other state-of-the-art state estimators. Figure 13 
shows the ATE of RTKLIB [35], VINS-Fusion [28], GVINS [10] and our system concerning 
the running time. The positioning results from RTKLIB [35], VINS-Fusion [28], GVINS [10] 
and our system are compared directly against the RTK ground truth. From Figure 13, we 
can see that the LDMF system maintains a lower localization error than other methods 
most of the time. Loosely coupled localization algorithms are seriously interfered with by 
dynamic interference and illumination variation, even though they do not drift or diverge 
at all. In benefiting from the tight fusion of the global sensor, the localization error is lim-
ited to a reasonable extent in the case of serious external interference. 

Table 4. Performance comparison judged by absolute trajectory errors in overpass sequence. 

Index RTKLIB VINS-Fusion GVINS LDMF 
RMSE 8.42 2.59 1.87 1.19 

Median 6.77 1.83 1.33 0.79 
Mean Error 7.54 2.23 1.61 0.95 

Standard Deviation 3.73 1.32 1.58 0.73 
CPU Usage 55% 385% 270% 190% 
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Figure 12. The comparison on absolute trajectory errors between different methods. 
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Figure 13. The system consistency on absolute trajectory error as time goes on in the overbridge 
sequence. 

5.3. Autonomous and Safe Navigation with an Agile Drone 
We carried out the virtual experiment for drone autonomous and safe navigation in 

the Gazebo simulator, as shown in Figure 14. After taking off, the aerial robot leverages a 
virtual plug-in camera, accelerometer, gyroscope and GNSS raw signal to obtain the rela-
tive relationship between the robot frame and the world coordinate. Meanwhile, a 3D en-
vironmental map calculated by a virtual plug-in camera is structured to further captured 
the transformation matrix between the aerial robot and the neighboring obstruction. 
When the flight destination is entered manually, the trajectory planner generates a path 
for the aerial robot motion and sends the desired speed to the flight controller, then grad-
ually approaches the destination and keeps a fixed distance from the neighboring obstruc-
tion. 
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ROS RVIZ 
Visualizer Interface

Gazebo Simulator Interface

The Agile Drone

 
Figure 14. The agile drone autonomous navigation test is carried out in the Gazebo simulator. 

In order to verify the robustness and practicability of the proposed multisensor fu-
sion strategies, we conduct both simulation and real-world physical verification, as shown 
in Figure 1. The inertial measurement unit utilized in our real-world examination is an 
IMU built into the Pixhawk 2.4.8 flight control unit. In the meantime, an Intel RealSense 
D435i camera is used to capture environmental maps. In addition, the U-Blox ZED-F9P is 
employed as a GNSS receiver. The real-world experiment was conducted on a campus 
tennis court, where the sky is open, and most of the navigation satellites are well-tracked. 
The terrain crossed by the aerial robot is an arbitrary artificial obstruction, as shown in Figure 
15. During the flight, the aerial robot will change its route when approaching an obstacle 
and always keep a reasonable distance from the neighboring obstruction. 

D435i camera 
output image

Real-world experimental 
environment

The remote desktop from NVIDIA Jetson 
Xavier NX companion computer

The Agile Drone

 
Figure 15. The real-world drone autonomous navigation experiment was conducted on a campus 
tennis court. 
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6. Conclusions and Future Work 
In this paper, we proposed LDMF: a lightweight and drift-free vision-IMU-GNSS 

tightly coupled multisensor fusion strategy for drone autonomous and safe navigation, 
which combines visual, inertial and GNSS raw measurements to estimate drone state be-
tween consecutive image frames. In the nonlinear optimization phase, vision-IMU-GNSS 
raw messages were formulated by the probabilistic factor graph in a narrow sliding win-
dow. The LDMF system can achieve real-time drone pose estimation with CUDA acceler-
ation on an embedded airborne computer. The proposed drone navigation system is eval-
uated using both simulated and real-world experiments, demonstrating noticeable supe-
riorities over state-of-the-art methods. 

Although the LDMF system has already reached the maturity for drone autonomous 
and safe navigation, we still see multiple potential improvements for future work. The 
magnetic field and atmospheric pressure will not be affected by urban canyons or multi-
path effects and have been widely used in the field of drone navigation. We plan to design 
a new fusion strategy for magnetometer and barometer sensors in future work to further 
provide the performance of the drone navigation system. Furthermore, how to quickly 
and accurately generate the semantic map around the drone is additional research we will 
carry out in the future. 
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