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Abstract: The problem of safe navigation of a human-multi-robot system is addressed in this paper. More precisely, we propose a novel distributed algorithm to control a swarm of unmanned ground robots interacting with human operators in presence of obstacles. Contrary to many existing algorithms that consider formation control, the proposed approach results in non-rigid motion for the swarm, which more easily enables interactions with human operators and navigation in cluttered environments. Each vehicle calculates distributively and dynamically its own safety zone in which it generates a reference point to be tracked. The algorithm relies on purely geometric reasoning through the use of Voronoi partitioning and collision cones, which allows to naturally account for inter-robot, human-robot and robot-obstacle interactions. Different interaction modes have been defined from this common basis to address the following practical problems: autonomous waypoint navigation, velocity-guided motion, and follow a localized operator. The effectiveness of the algorithm is illustrated by outdoor and indoor field experiments.
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1. Introduction

The deployment of swarms of unmanned vehicles for both civil and defense missions has radically increased in the last years. Recent progresses in vision or laser-based localization and mapping, along with the increase in embedded computational power, have led to the development of mobile and aerial robots of reduced dimensions allowing larger swarms of robotic vehicles to effectively undertake such missions under realistic environmental and communication conditions. Nevertheless, interaction with humans and obstacles or the practical limitations of inter-vehicle communication data links still pose serious challenges that need to be consistently addressed for on-field deployment of teams of autonomous robots [1,2]. This requires the synthesis of distributed control algorithms with increased capabilities in terms of autonomy, safety and resilience.

Several paradigms have been proposed for distributed multi-vehicle control [3–5] such as: leader-following, behavioral rules, virtual structure, artificial potential function, graph-rigidity. As indicated by its name, the leader-following approaches require to define one robot as the leader. In this setting, the leader has access to information such as the final destination or visibility to a target, which is unavailable to the other vehicles. However, the role selection of a particular robot as a leader is strongly related to the time-dependent mission and environment scenario as well as the swarm status. As such, if a leader change is necessary, particular additional rules need to be established in order to define the hierarchy alternations [6]. The second category of methods for cooperative control is inspired by initial works studying team behaviors in nature. These are based on behavioral rules.
that each agent should follow according to its local task and its interactions with the environment [7,8]. Such approaches are nevertheless usually very problem-dependent and are not easy to modify whenever an unexpected event occurs. The third category of methods hinges upon virtual geometrical structures in which the swarm of agents should remain globally. The control law must first ensure that the agents are located within the structure and then define a suitable structure evolution depending on the mission requirements [9,10]. A common approach is to design potential fields and navigation functions that are sometimes difficult to construct with good properties (differentiable, without multiple critical points).

Most of these methods require that the geometric formation of the swarm is quasi-explicitly defined through fixed, desired relative positions or distances to be attained [11–13], and they cannot incorporate naturally the interactions with external agents such as a human, be it a pedestrian that has to be avoided or an operator that has to be followed at a distance. With respect to a fleet formation, fixing inter-agent distances or positions restricts the relative motions of the agents, as well as of the global formation, and does not allow much flexibility and adaptability when dealing with uncertain, dynamic and cluttered environments. Such type of formations are usually called rigid [4]. An alternative approach has been derived in [14] where it is ensured that all the vehicles stay inside a region, with a minimum distance between neighbors, whose shape can be assigned by modifying the associated potential function. However, the gain selection for practical deployment of the approach is not easy.

A less rigid behavior, more suitable to interactions with a cluttered environment or human operators, can be achieved by partitioning the space for motion coordination. Voronoi diagrams have been widely considered as a natural way to define space partitioning. In the context of multi-agent swarming, it also a convenient way to define the topology of the interaction network between the agents [15], by considering the graph associated to the corresponding Delaunay triangulation [16]. For motion coordination of multi-agent systems, Voronoi diagrams have been mostly used for allocation and coverage tasks [17–19] and more recently for cooperative pursuit of a single target [20] or multiple targets [21] by multi-agent systems, as well as cooperative exploration using dynamic centroid-based area partition [22]. A simplified version of the swarm navigation problem compared to the one addressed in this paper has been addressed in [23–25]. These algorithms rely on user-defined navigation functions to compute the centroid of the Voronoi cell of each agent, which is used as the reference position to be tracked by the robots, and collision avoidance is handled directly by the space partitioning. An improved version relying on geometric constraints has been proposed by the authors in [26], with a more intuitive and direct management of swarm navigation and collision avoidance behaviors between the vehicles. The work presented in this paper is an extension of the latter method, with the inclusion of obstacle avoidance and interaction with a human operator. Contrary to the majority of the literature on Voronoi tessellations for multi-vehicle applications that treat obstacle avoidance through the partitioning, the proposed solution prefers to exploit the appealing concept of collision cones that has been very successful, especially in monovehicle applications [27,28]. An alternative approach relying also on Voronoi partitions but with artificial potential fields for collision avoidance has been proposed in [29] and applied to a fleet of quadrotors in simulation and experiments.

We thus propose a new Voronoi-partitioning swarm control algorithm which allows to define three different modes of interactions from a common basis. They allow operators to be included in a swarm of autonomous vehicles and guide the robots with their own velocity and/or position in a safe coordinated motion while evolving in unknown cluttered environments. Indeed, extending the earlier concept of swarm teleoperation by a human operator [30], more advanced interactions can be integrated in control algorithms for human–multi-robot swarming. Different types of interactions can be considered depending on information flows available between the robots and human operators (one-way/two-ways)
and the nature of the interactions themselves (physical/non-physical), see e.g., [31] for a large overview.

The contributions of the paper can be summarized as follows:

- Proposition of a distributed control algorithm enabling non-rigid motion for human-multi-robot swarming in cluttered environments.
- Design of a purely geometric approach applied by each robot to define distributively a reference point to be tracked inside its Voronoi cell, accounting for other robots and obstacles (collision avoidance), as well as human operators (collision avoidance and other possible interactions, see below).
- Decoupling between the mechanisms of obstacle avoidance and collision avoidance. This allows to reduce the design complexity when accounting for obstacles, as opposed to navigation functions for example, and to render the gain tuning more straightforward.
- Possibility to handle different modes of interactions between human operator and robots of the swarm. These modes of interactions correspond to practical problems of interest which are autonomous waypoint navigation, velocity-guided motion and follow a localized operator.
- Implementation and real-world field experiments in indoor and outdoor environments with self-localized ground mobile robots and human operator, in presence of various obstacles.

The problem definition and the proposed swarm control method are described in Section 2, a corresponding system architecture is defined in Section 3 and field experiments with up to three mobile robots and a localized human operator are reported in Section 4. A Video of the experimental setup is available at https://tinyurl.com/OneraHumanRobotSwarm (accessed on 19 September 2023).

2. Swarm Control Method

2.1. Problem Definition

The problem studied is the guidance of a swarm of N Unmanned Ground Vehicles (UGVs) to a waypoint, denoted by \( P^* \in \mathbb{R}^2 \), and by extension to successive waypoints either on a given path or defined dynamically (see Section 2.3), in a cluttered environment with no prior map available. A typical applicative context is search-and-rescue or tactical missions, where human operators are assisted by a swarm of autonomous robots for transportation of critical resources, wounded persons or communication link maintenance.

A fully autonomous behavior is expected from the swarm under safety constraints with respect to the presence of obstacles and humans, and allowing an automatic reconfiguration in case of vehicle loss(es). It is assumed that each vehicle is able to estimate its own position with respect to a common global fixed reference frame, where \( P^* \) is also defined, and to broadcast it to all other vehicles within a given range. The position of the \( i \)th agent (referred as Robot \( i \) thereafter) will be denoted by \( p_i \in \mathbb{R}^2 \) and the set of its neighbor robots is indexed by \( N^i = \{ j \mid j = 1, \ldots, N, j \neq i, \| p_i - p_j \| \leq r_{\text{com}} \} \) where \( r_{\text{com}} > 0 \) is the communication range assumed to be constant. The number of neighbors of Robot \( i \) will be referred to as \( N^i = \text{Card} \{ N^i \} \). Each robot is assumed to be able to localize a set of surrounding obstacles, which are modeled as disks with a radius incorporating the desired safety distance. Human operators are assumed to be equipped with equivalent localization devices, and are considered as additional vehicles with no control input computed. Three levels of interaction between the swarm and a human operator have been studied:

1. An *Autonomous* mode, in which the swarm has to follow autonomously a predefined path at a given nominal speed. Examples of tasks that can be performed with this mode are transfers of equipment or injured people between two locations. Other tasks could be the persistent surveillance of zones in order to detect abnormal events, by making the UGVs autonomously and repeatedly move along a surveillance path composed of predefined waypoints.
2. A *Velocity-Guided* mode, where the swarm follows a predefined path at the same speed as a human operator. In other words, the desired positions and orientations of
the robots with respect to the waypoints are the same as in the Autonomous mode, but the velocity to reach them is defined by the motion of a human operator.

3. A **Follow** mode, where the current waypoint to be tracked is defined with respect to the localized operator and also takes into account the positions of all the robots. Note that the human operator could be replaced by a tele-operated robot or a virtual point to obtain a platooning behavior, using the same underlying control algorithm.

All the modes share the common constraint that each robot should remain at a desired safety distance from any human operator, other robot and obstacle.

### 2.2. Algorithm Description

The main idea of the proposed distributed algorithm is that each vehicle computes online a Voronoi partition of the space involving other physical agents (other vehicles, human operators), and virtual (mirror) agents that are added to maintain the coherence of the swarm (see Figure 1). A reference position to be tracked by a lower-level controller is then computed by each robot inside its own Voronoi cell. A geometric approach has been preferred for this calculation, which is done by considering lines of sight between the vehicle, the waypoint (for attraction), the boundaries of possible obstacles (for avoidance), and other UGVs or human operators (for collision avoidance). The algorithm allows to obtain different behaviors and patterns (e.g., side-by-side, group, convoy-like) by only modifying the initial relative placement of the vehicles. Finally, the distributed nature of the algorithm also grants robustness to online modification (removing or adding) of the number of entities (robots, humans) in the swarm, while also addressing the mono-robot and 2-robot scenarios. If a robot suffers from a failure (e.g., loss of communication or mobility capabilities), the same distributed algorithm is applied without this robot and the swarm can carry on with the given mission. The main steps of the algorithm are the following.

![Figure 1. Voronoi diagram for a swarm with four agents: without spacer segments (left) or with spacer segments (right) to enforce anti-collision between agents. Green dots are mirror agents, blue ones are robots' positions. The cell boundaries of each robot is in pink and spacers are blue segments.](image)

**Step 1: Voronoi partitioning**

Each robot \( i \) computes a Voronoi partition accounting for the other real agents (robots, human operators) in the swarm and virtual mirror agents. The mirror agents are introduced as a means to guarantee the feasibility of the computation of the Voronoi partition, especially with one and two robots, and to adjust the size and bound of each robot’s Voronoi cell.
The mechanism proposed in [23] generates mirror neighbors to ensure that the Voronoi cell of Robot $i$ is bounded and help control the expansion of the swarm. As introduced by the authors in [26], let us first define the placement operator $\Psi : \mathbb{R}^2 \times \mathbb{R}^2 \times \mathbb{R} \to \mathbb{R}^2$ by

$$\Psi(p_i, p_j, d) = \begin{cases} p_i - d \frac{p_j - p_i}{\|p_j - p_i\|} & \text{if } p_i \neq p_j \\ p_i & \text{otherwise} \end{cases}$$ (1)

If Robot $i$ is not in the convex hull generated by the position of the $N^i$ agents, then $N^i$ mirror neighbors are defined with positions computed as

$$m^i_j = \Psi(p_i, p_j, d_{\text{mir}}), j \in N^i$$ (2)

where $m^i_j \in \mathbb{R}^2$ and $d_{\text{mir}} > 0$ respectively denote the position of the mirror of neighbor $j$ and the distance of placement of the mirror neighbor with respect to Robot $i$ (see Figure 2). The set of all mirror neighbors for Robot $i$ will be denoted by $M^i = \{m^i_j, j \in N^i\}$.

Now, Robot $i$ computes its own Voronoi partition using the set of points $\{p_i\} \cup \{p_j, j \in N^i\} \cup M^i$. From this Voronoi partition, only the edges and vertices that correspond to the partition where Robot $i$ belongs are kept. This Voronoi cell of Robot $i$ is denoted by $C^i = (V^i, E^i)$, where $V^i$ and $E^i$ are the sets of vertices and edges of the cell. This cell defines the space in which the reference position $P^i_*$ to be tracked by Robot $i$ is placed, as defined by the next steps of the approach.

Figure 2. Illustration of computation by robot $i$ of its reference position $P^i_*$ to be tracked. Case with three robots $(i, j_1, j_2)$ and two mirror agents $m^i_{j_1}$ and $m^i_{j_2}$ added to bound the Voronoi cell. Gray points are positions, symbols in blue are related to attraction to waypoint, in red to collision avoidance with other agents, and in green to reference position to be tracked by the robot (Updated from [26]).

An example of such a construction of the Voronoi cells for a swarm of $N = 4$ agents is illustrated on the left part of Figure 1, where real and mirror agents are respectively represented by blue and green dots. The Voronoi cell computed by each of the four agents is represented by magenta lines. In case of collision risk(s) with agent(s), the Voronoi cell is adapted as follows.

Compared to [26], a new feature is introduced in the construction of the cells, for each real agent located at a distance lower than a predefined threshold. In that case, a spacer
segment is inserted between the robot and this agent to modify the construction of the Voronoi cell (see right part of Figure 1, with spacer segments in blue). More details on how spacers are built are given in Step 4 on collision avoidance with other agents.

In our implementation, the Voronoi partitions were computed using the Boost polygon library [32], which has been used in other multi-robot planning algorithms [33,34]. This library is based on the sweepline algorithm for Voronoi diagrams initially proposed in [35].

Step 2: Attraction to waypoint

This step is similar to the one proposed by the authors in [26]. An attraction point $P_a^i$ is defined inside the Voronoi cell $C^i$ of the vehicle $i$, on the segment directed along the line of sight between the vehicle and the waypoint $P^*$, and limited inside the Voronoi cell $C^i$ (see Figure 2).

If the waypoint $P^*$ to be reached is located inside the Voronoi cell $C^i$ of Robot $i$, then the attraction point is simply defined as $P_a^i = P^*$. If not, $P_a^i$ will be placed inside $C^i$ along the line of sight between Robot $i$ and the waypoint, as defined by the following procedure.

Let us denote by $I_a^i$ the intersection point of the geometric segment $p_i P^*$ with edges of $C^i$ (see Figure 2). The attraction point for Robot $i$ is finally defined as

$$P_a^i = \Psi(p_i, I_a^i, -d_a^i)$$

with the distance

$$d_a^i = \min(d_a^{max}, \lambda_a \| I_a^i - p_i \|)$$

and where $0 < \lambda_a < 1$ and $d_a^{max} > 0$ are two tuning parameters used to set the position of the attraction point $P_a^i$ on the segment $p_i I_a^i$ and to limit its distance to Robot $i$. Parameter $\lambda_a$ enables to define a margin for the placement of the attraction point inside the Voronoi cell. A value of $\lambda_a = 1$ would correspond to an attraction point located on the edge of the Voronoi cell. A value $\lambda_a < 1$ is therefore preferred to possibly account for uncertainty (e.g., due to localization) in the definition of the Voronoi cells and practically ensure with more robustness the belonging of the attraction point to the Voronoi cell. Parameter $d_a^{max}$ is used to limit the distance of the attraction point with respect to the current robot position. This can be useful in cases of large Voronoi cells, e.g., when robots are moving far from each others, to avoid attraction points that would result for the low-level controller in large control input values for the robot.

Special cases $N^i = 0$ or $N^i = 1$: During the mission, the number of neighbors of a robot may change, temporarily or definitively, e.g., due to loss of communication links, loss of robots, etc. If at a given instant, Robot $i$ has zero or one neighbor, one additional step is performed before the standard algorithm. This step is described in Appendix A.

Step 3: Obstacle avoidance

The distances between the vehicle $i$ and the detected obstacles are evaluated to identify obstacles in proximity which need to be checked for collision risk. A map of obstacles is built online thanks to on-board sensors of the UGV (see Section 3.2 for more details). For collision risk evaluation, a disk model of obstacles (including a safety distance) is considered.

Denote by $\{O_j, \rho(j)\}, I = 1, \ldots, N_{ob}$ the set of $N_{ob}$ obstacles detected by Robot $i$ and modeled by disks of centers $O_j$ and radius $\rho(j)$. A first step then consists in computing a cone of “unsafe directions” $U^i_j$ englobing and tangent to each obstacle $j$, with the robot’s position $p_i$, as vertex (see Figure 5).

A test is then realized to check whether the line of sight $(p_i, P^*)$ between the robot and the waypoint belongs to at least one of these cones $U^i_j$:

- If not, there is no collision risk with any of the obstacles, and direct straight motion to the waypoint is safe for the robot (as described in Figure 3). The attraction point $P_a^i$ computed at Step 2 is still valid and the algorithm proceeds to the next step.
If there is at least one obstacle with collision risk, the cone of this obstacle is considered. It is enlarged step by step by considering adjacent and intersecting cones related to other obstacles, so as to obtain a larger cone $\bar{\mathcal{U}}_i$ containing a cluster of the obstacles with collision risk for robot $i$. An example is provided on the left part of Figure 4: the collision cone of obstacle $O_{i_2}$ is merged with the intersecting collision cone of obstacle $O_{i_3}$, which is further merged with collision cone of obstacle $O_{i_1}$. This iterative procedure is stopped as there are no other intersection collision cones. The resulting cone is depicted by dashed blue lines. The same procedure is repeated to build another cone $\bar{\mathcal{U}}^*$, but this time by considering the waypoint $P^*$ as vertex. The two intersection points $T_{i_1}^*$ and $T_{i_2}^*$ between these bounding cones are then computed. They correspond to two intermediate target points for the robot, each of them defining a possible obstacle-free path towards the waypoint. Some heuristics are used at this stage to select the shortest among the two available paths. The target point corresponding to the selected path is considered, instead of the waypoint, to compute a new attraction point $P_{i_a}$, in the same way as in Step 2. This new attraction point replaces the one computed in Step 2 and is used instead for the rest of the algorithm.

Figure 3. Collision cones and direct safe path towards waypoint in case of no collision risk.

Figure 4. Two examples of collision cones and computation of a safe path towards a given waypoint in case of collision risk with obstacles.

Step 4: Collision avoidance with other agents

This step details the mechanism used to avoid collision between agents. For that purpose, two tools are used to ensure that agents stay at a safety distance from each other. For each other real agent $j$ (either UGV or human operator) at collision risk (distance...
criterion), a spacer segment is introduced to reduce the Voronoi cell in the direction of the potential encounter. This spacer segment is used in a range of distance between agents of $\sigma_{col}d_{col}$ and $d_{col}$, where $d_{col} > 0$ defines a distance threshold representing a collision risk and where $\sigma_{col} \geq 1$ is a smoothing factor to account for some margin in the collision test. Figure 5 illustrates this mechanism. If for any reason, the distance between agents drops under the targeted collision distance $\sigma_{rep}d_{col}$, with $\sigma_{col} > \sigma_{rep} \geq 1$, an additional avoidance mechanism is used that builds a repulsion point. This repulsion point $P_r ^i$ is computed as the mean of all the agents individual repulsion point $P_r ^j$ that are defined inside the Voronoi cell of the vehicle $i$, on the segment directed along the line of sight between agent $j$ and agent $i$, and limited to the Voronoi cell $C_i$ (see Figure 2). This second mechanism is usually not triggered, due to the use of spacer segments first, but could happen if a robot overshoots its Voronoi cell or for the special case of a localized object like a pedestrian where the Voronoi cell is not enforced. The segment and repulsion points could be used together to exhibit different repulsion behavior. The repulsion point has only a radial influence on the collision avoidance whereas the spacer segment will enforce more parallel trajectories by more aggressively limiting the cell (see Figures 1 and 5). Those mechanisms are compatible with each other as the segment will reduce the Voronoi cell and the repulsion point is defined in the cell itself.

- If $d_{12} > \sigma_{col}d_{col}$

$$\text{Edge of Voronoi cell}$$

![Spacer segment](image)

- If $d_{12} < \sigma_{col}d_{col}$

$$\text{Edge of Voronoi cell}$$

More formally, let the set of robots with collision risk be $N_{col}$ and the set of neighbor of Robots $i$ that need to be considered in repulsion $N_{rep}^i$ such that

$$N_{col} = \{(i,j) \in (1,\ldots,N)^2 \mid j < i, d_{ij} \leq \sigma_{col}d_{col}\} \quad (5)$$

$$N_{rep}^i = \{j \in \mathcal{N}^i \mid d_{ij} \leq \sigma_{rep}d_{col}\} \quad (6)$$

with $d_{ij} = ||p_j - p_i||$ and where $d_{col}$ s.t. $d_{mir} > d_{col} > 0$ is used to define a distance threshold representing a collision risk and where $\sigma_{col} > \sigma_{rep} \geq 1$ is used as a smoothing factor to account for some margin in the collision test. Let $N_{col} = \text{Card}\{N_{col}\}$ be the number of agents with collision risk. If $N_{col} = 0$, the remaining part of Step 4 is skipped. The set
Drones start at \( \Psi(p_i, p_j, \frac{1}{2}(d_{ij} - s_{ij}^{\text{col}})) \) and end at \( \Psi(p_i, p_j, \frac{1}{2}(d_{ij} + s_{ij}^{\text{col}})) \) with \( s_{ij}^{\text{col}} \) the size of the segment:

\[
s_{ij}^{\text{col}} = \begin{cases} \sigma_{\text{col}}d_{\text{col}} - d_{ij} & \text{if } d_{ij} > d_{\text{col}} \\ \sigma_{\text{col}} - 1 & \text{if } d_{ij} \leq d_{\text{col}} \end{cases}
\]

where \( d_{\text{res}} \) is the smallest distance such that \( p_i \neq \Psi(p_i, p_j, d_{\text{res}}) \) in the Voronoi partitioning step. This is done for all robots pairs in collision and not only for neighbors of robot \( i \), to ensure that the same cell edge is obtained by each robot in the distributed process.

When the repulsion is triggered for a neighbor \( j \in N^i_{\text{col}} \) of the robot \( i \), a repulsion point \( P_r^{ij} \) is defined as follows. Let us consider the two intersection points of the geometrical line \((p_i, p_j)\) with edges of the Voronoi cell \( C^i \) of Robot \( i \). We denote by \( l_r^{ij} \) the intersection point such that the dot product \( p_ip_j, p_i l_r^{ij} \) is negative, i.e., \( l_r^{ij} \) is located on the edge of \( C^i \) opposite to \( p_j \) with respect to \( p_i \). The repulsion point for Robot \( i \) to avoid collision with Robot \( j \) is then defined by

\[
P_r^{ij} = \Psi(p_i, l_r^{ij}, -d_r^{ij})
\]

with the distance

\[
d_r^{ij} = \min \left( d_{\text{res}}^{\text{max}}, \lambda_r \| l_r^{ij} - p_i \| \right).
\]

The parameter \( \lambda_r \), such that \( 0 < \lambda_r < 1 \), is used to set the position of the repulsion point \( P_r^{ij} \) on the segment \( p_i l_r^{ij} \), and \( d_{\text{res}}^{\text{max}} > 0 \) to limit its distance to Robot \( i \).

Following this procedure, one repulsion point is computed by Robot \( i \) for each robot with collision risk. A global repulsion point is then deduced for Robot \( i \) by

\[
P_r^i = \frac{1}{N_{\text{rep}}^{i}} \sum_{j=1}^{N_{\text{rep}}^{i}} P_r^{ij}
\]

with \( N_{\text{rep}}^i = \text{Card}\left\{ N_{\text{rep}}^{i} \right\} \) the number of robots to be considered for repulsion. Since all the \( P_r^{ij} \) are located inside the Voronoi cell \( C^i \), so does the global repulsion point \( P_r^i \). Note that, by relation (12), \( P_r^i \) is computed as a mean of the \( P_r^{ij} \). A weighted mean could also be used for example to give more influence to repulsion points corresponding to the closest robots.

Step 5: Computation of reference

Similarly to [26], the reference position \( P_{ir}^i \) that will be tracked by robot \( i \) is computed as a weighted mean of the attraction point \( P_a^i \) and the repulsion point \( P_r^i \) as

\[
P_{ir}^i = (1 - \beta)P_a^i + \beta P_r^i
\]

where the weighting coefficient \( 0 \leq \beta \leq 1 \) is adapted online depending on the minimum distance to other agents with collision risk. It enables to give more weight on repulsion if some UGVs are very close or more weight on attraction to the waypoint otherwise. If there are no collision risks between the agents (\( \beta = 1 \)), this algorithm results in \( P_{ir}^i = P_a^i \), leading to pure attraction to the waypoint.
2.3. Waypoint and Velocity Management

Navigation to successive waypoints has been managed in the following way. For the Autonomous and Velocity-Guided modes, all vehicles dispose of the full list of waypoints assigned to the swarm from the mission path definition. In Follow mode, the waypoint is not predefined from a list but generated dynamically from the position of a target (which could be a localized human operator, a tele-operated robot, or a virtual point). An isosceles triangle of spacers is built with its height defined as the segment from the target towards the centroid of the swarm with a length of \( d_{\text{follow}} \) and a base of length equal to \( d_{\text{follow_base}} \). The waypoint is set at the intersection of the height and the base. An additional little thumb sub-mode has been specified, in which waypoints are recorded in a list to be tracked by the robots of the swarm, whenever the target is located at a distance greater than \( d_{\text{little_thumb}} \) from the robots (note that the distance used here is built in coherence with the mode of validation defined in the following paragraph). An illustration of these definitions is presented in Figure 6.

![Figure 6](image)

Figure 6. Left: Follow mode waypoint and triangle of spacers. Right: little thumb sub-mode.

Different validation strategies can be defined for the UGVs to determine that the current waypoint has been reached and that they should continue to the next waypoint. We have studied the following strategies:

1. **Selfish**: each robot has to validate its current waypoint (given a parameterized validation distance \( d_{\text{val}} \)), then it moves to the next waypoint in the list. This way, all the robots will cross each waypoint and stay close to the path. On the other hand, this does not impose any waiting behavior between the robots.

2. **First**: when a robot is the first to validate the current waypoint, all robots head to the next waypoint in the list by sharing its index. This strategy can be applied in large environments where deviation from the path can be allowed. There is also no waiting behavior around each waypoint in this case, however the UGVs always agree on and head towards the same current waypoint.

3. **WaitForAll**: in this strategy, the waypoint is validated only if each robot either gets closer to the waypoint than the validation distance \( d_{\text{val}} \) or if it is near the avoidance distance of another robot \( (c_{\text{chain}}d_{\text{col}}) \) which validates one of these conditions. This is a more collective behavior, where all robots should wait for the others before heading to the next waypoint. This also creates a kind of validation chain between the UGVs, which is a useful feature for large swarms where all the UGVs cannot get closer to the waypoint than the validation distance because of the collision avoidance constraints.

Since the positions of the robots are shared within the swarm at all time instants, each robot is able to compute the validation conditions for itself and its neighbors in a distributed way. In the experiments described in this paper, the WaitForAll mode has been preferred to demonstrate group motion around obstacles.

In addition to the computation of the reference point to be tracked by the robot, a speed ratio is also produced by the algorithm. This speed ratio multiplies the speed value that
has been chosen initially by the user, so as to provide the current reference speed to the low-level controller. In the **Autonomous** mode, the speed ratio is set to 0.5 in case of collision risk (slow motion in presence of obstacles) and to 1 otherwise (full-speed motion). In the **Velocity-Guided** mode, the speed ratio is set to copy the speed of the human operator, considered as command for the swarm, with a saturation at 1, which means the operator can go faster than the robot’s maximal reference speed. In case of collision risk, the robot’s speed ratio is saturated at 0.5, while still copying the operator’s speed below this value. In the **Follow** mode, the speed ratio is set to 0 if the robot enters the triangle, otherwise it is set to 1. This speed modulation makes it possible for the target to turn around and come back towards the robots, which are forced to stop during the crossing.

2.4. Main Properties of the Algorithm

2.4.1. Safety Regions

Voronoi cells can be viewed as safety regions in the sense that if each robot performs a trajectory within its cell to reach its reference point to be tracked, collisions between the vehicles can be avoided. This safety consideration is enforced by the additional spacers introduced, which isolate the robot cells at a desired distance from each other.

Note that since the approach is distributed, each robot will compute its own Voronoi partition and cell. Non-overlapping of the cells can only be guaranteed in case of fully connected communication graphs (i.e., $N_i = N - 1, \forall i$) and if this computation is done in a synchronized way, with all the robots disposing of information corresponding to the same situation of the swarm. In practice, as we do not want to enforce a synchronization mechanism, non-overlapping of the cells can be obtained if the vehicle dynamics are slower than the computation period of the Voronoi partition, as mentioned also in [23,24]. In addition, parameters $\lambda_a$ and $\lambda_r$ can be chosen to define margins with respect to the edges of the Voronoi cell in the placement of $P_i^a, P_i^r$ and hence $P_i^*$, and to keep each robot and its reference to be tracked in a segregated partition of the space. In case of non fully connected communication graphs, other mechanisms must be looked at to provide non-overlapping guarantees for the Voronoi cells.

2.4.2. Flexibility and Pattern of the Swarm

Flexibility of the swarm can be adjusted by the parameters $d_{mir}$ and $d_{col}$ which set a compromise between attraction and repulsion between the robots. Choosing $d_{mir} \gg d_{col}$ adds more flexibility to the swarm. A swarm behavior close to a more rigid-formation can be obtained on the contrary for $d_{mir} \approx d_{col}$.

The pattern obtained for the swarm is not pre-specified but can be influenced by the initial positioning of the robots, making this feature an interesting one for practical applications. For instance a pattern close to a “platooning-like” formation can be obtained for an initial positioning of the robots close to a single line. This can be of interest for motion in narrow corridors. More regular patterns (triangle, square, etc.) can also be obtained during the motion by the same consideration. The formation shape will although be distorted in presence of obstacles between or near the waypoints. This trade-off makes it possible to carry out the autonomous navigation of a swarm of UGVs in large-scale environments with various levels of obstacle density, which cannot be achieved with control methods based on rigid formations or virtual structures.

2.4.3. Decentralized Algorithm for Robustness to Robot Failure and Communication Loss

In practice, the number of robots in the swarm and/or in the neighborhood of each robot may vary during the mission: loss or addition of robots, communication links temporarily/definitively unavailable, etc. Robustness with respect to these issues is ensured in practice by the proposed algorithm, being fully distributed and handling the limit cases with one or two robots. The experimental testing of this behavior was reported with a swarm of four mobile robots in [26] using a previous version of the algorithm which did not take obstacles into account.
3. System Architecture

3.1. Architecture

A global architecture to deploy the proposed algorithm in a swarm of autonomous robots is summarized in Figure 7. A global mission supervision module is available to the operator on a portable ground station to select a swarm mode, its parameters, and a reference path (for the Autonomous or Velocity-Guided mode) which are sent to all the UGVs. Once the mission has started, the algorithm ensures the self-organization of the swarm and the supervision layer is only used for monitoring progress. Each robot runs its own localization, mapping and control algorithms in a distributed scheme with limited exchanges of information.

![Figure 7. Architecture of the proposed multi-robot system.](image)

The robots and the operator are equipped with localization sensors which provide their own global position, orientation and velocity with respect to a common reference frame (e.g., a WGS-84 local frame or a reference landmark). The mission path is also defined or converted with respect to this reference frame, such that all UGVs share the same list of waypoints. The position of each agent is the only information shared with the others during the mission to be able to execute the distributed swarming algorithm. The robots individually run a mapping process using their own embedded depth measurements to provide an occupancy grid centered on their current position, which is then processed by the proposed algorithm to estimate and keep track of the position of the closest obstacles while distinguishing them from the other robots (see next section for more details).

Based on each robot’s own localization and mapping, and the shared localization of the other active agents of the swarm (UGVs and operator), the Voronoi-based swarm algorithm generates a local reference point and a speed modulation ratio on each robot which takes into account all the mission objectives and constraints. A low-level controller is then used to track this reference point and modulate the speed as requested. In our architecture, a proportional controller for a unicycle model derived from [36] was used to compute the steering inputs. The controller has been implemented so as to prefer trajectories close to straight lines in the direction of waypoints by correcting first large orientation errors at a lower speed. This is of a particular importance especially when dealing with nonholonomic vehicles, to obtain trajectories remaining inside the Voronoi cells.

The exchange of information between elements of the system has been kept as simple as possible, both in terms of the nature of the information and of the associated data flow to facilitate interoperability capacities as much as possible. This way, they do not depend on the choice of the technology composing the system, and the required communication bandwidth is also quite limited. In a more prospective view, interoperability with aerial vehicles or manned wheeled vehicles could be facilitated and envisaged as long as the same type of communication interfaces can be handled. At the robot level, the modularity of the swarm module would also enable to modify or mix the types of vehicles, by only adapting the low-level control layer and distance parameters, without changing the complete architecture of the system.
3.2. Local Mapping from Embedded Depth Sensors

As mentioned in Step 3 of the algorithm description, obstacle avoidance is based on a local map of the environment. This local map is built from an occupancy grid in robot frame provided by a pre-processing mapping algorithm from raw depth data (either from a LiDAR or stereo cameras). It aims to remove suspicious obstacles by temporal filtering and extend obstacle memory when obstacles go out of sight. The local map is updated when a new occupancy grid is received. The track of each obstacle is kept in memory as: the position of the obstacle (in world frame), the number of times it has been observed in successive occupancy grids and at which time it occurred last. Four main steps are carried out in the mapping process, as described in Figure 8. The predicted trajectory mentioned in the following is obtained by repeating the main algorithm steps on a given time horizon.

Figure 8. Local map building process. 1—the raw occupancy grid is in the background and consists of dark gray spots. 2—the closest obstacle to the robot is initialized in green. 3—Obstacles closest to the predicted trajectory are initialized and the first obstacle is validated (yellow, obstacle cones are visible). 4—All obstacles validated are in yellow, we can observe that another robot in front of the one building this map is not added to the obstacle list.

1. **Obstacle initialization**
   The local map does not keep track of all obstacles detected by the sensor but focuses only on the most threatening ones. Those are obstacles which are closest to the current position or to the future position along the predicted trajectory. When a possible new obstacle is found, we add it to the local map if it is not already tracked. The created obstacle is a disk of radius $d_{des}$ (parameterized safety distance) centered on the grid point of a threatening obstacle, displayed in green in Figure 8 (sub-figures 2 and 3). All the new obstacles are created and tracked but not taken into account for avoidance immediately. This requires that the corresponding location has been seen as occupied.
a certain number of times in successive occupancy grids to filter out measurement artefacts (vegetation, dust, …).

2. Obstacle life cycle

When a new occupancy grid becomes available, each tracked obstacle is projected in the occupancy grid to check if it is still present. If this is the case, we increase the number of observations of this obstacle and reset the last time it has been seen. When an obstacle reaches a certain number of observations (set to 3 in our experiments), it is validated and considered for obstacle avoidance (in yellow in the map). In this algorithm, the radius of the obstacle is enlarged by an additional distance $d_{safe}$ to take into account the size of the robot or the drift of localization (in light yellow on the map pictures). This number of observations is saturated at a given threshold (set to 100 in our experiments) to be able to remove obstacles that have been seen during a long period at a given location but have moved away afterwards.

3. Obstacle removal

After new obstacles are initialized, tracked and updated, obstacle removal is carried out. This process is based on the number of views and the last time an obstacle has been seen. When an obstacle is not seen anymore: after a certain amount of time passed from the last time it has been seen (set to 1 s in our experiments), the number of observations is decremented. When the number of observations reaches the minimum-view threshold, the obstacle is removed from the map. This process allows to keep track of an obstacle that has been seen for an extended period of time while allowing for a fast removal of an obstacle that has been seen just a short number of times. This process will also remove the obstacles that have been initialized but never seen again (validated).

4. Occupancy grid pre-filtering

Due to the multi-agent context, the input occupancy grid is pre-processed to remove views of the other agents (UGV or operator) such that they are not considered as obstacles, since they are moving and taken into account directly at Step 4 of the main algorithm. The global positions of the other robots and of the operator are projected in the local grid. All obstacle cells present in a given radius (chosen to be consistent with the robot dimensions and localization uncertainty) around these positions are then removed. This can be seen in Figure 8, where the spot in front of the robot currently building the map is at the location of another robot but is not considered as an obstacle.

4. Experimental Results

Outdoor and indoor experiments were carried out for the different modes of the swarming algorithm using the following robotic platforms (see Figures 9 and 10):

- 3 Robotnik Summit XL UGVs of mass 65 kg and base dimension $72 \times 61$ cm, equipped with a calibrated stereo-rig of IDS UI-3041LE cameras (baseline of 35 cm, running at 20 Hz) and an embedded Intel-NUC CPU.
- 1 operator Portable Localization Kit comprising an Intel RealSense d455 depth camera and an Intel-NUC CPU.
- A standard WiFi network connecting all the embedded computers and a ground station for mission supervision and visualization. Transmission of the positions between the robots was carried out using Ultra Wideband (UWB) DW1000 radio modules in a similar way as in [37].
Each agent (UGV or operator) computed on-board its localization from the stereovision data using the eVO visual odometry algorithm [38]. An additional initialization procedure was used to align the local frame of each individual visual odometry with the same global frame. In our experiments, the global frame was defined by a cube of AprilTags [39] and each robot computed its initial global position automatically by estimating its relative position and orientation with respect to this cube (Figure 10). This procedure allows to estimate a global position as long as the visual odometry presents a limited drift. In the presented experiments, the drift at the end of the trajectories was observed to be less than 0.5 m for trajectories of about 100 m. This can be considered accurate enough despite possible perturbations on visual odometry due to the presence of the other moving robots in the field of view, and this did not disturb the demonstration of control performance and was compatible with the desired inter-robot safety distances. For a larger-scale scenario, other visual localization methods should be considered like collaborative localization and distributed SLAM [40]. The UGVs used on-board the ELAS algorithm [41] to estimate the depth from the stereo images, which was then converted into a point cloud and projected in an occupancy grid of obstacles with a resolution of 25 cm as an input for the mapping process. The update rate of the swarming algorithm was set to 4 Hz, which was also the availability rate of the obstacle grid.

Algorithm tuning
The following parameters were used for all the experiments:

- Collisions: $d_{\text{col}} = 2.0 \text{ m}$, $\sigma_{\text{col}} = 2$, $\sigma_{\text{rep}} = 1$
- Attraction: $d_{\text{max}}^a = 2.0 \text{ m}$, $\lambda_a = 0.75$
- Repulsion: $d_{\text{max}}^r = 2.0 \text{ m}$, $\lambda_r = 0.9$
- Mirrors: $d_{\text{mir}} = 3.0 \text{ m}$
- Validation: $d_{\text{val}} = 2.0 \text{ m}$, $\sigma_{\text{chain}} = 1.8$
- Obstacles: $d_{\text{des}} = 1.1 \text{ m}$, $d_{\text{safe}} = 0.5 \text{ m}$
4.1. Autonomous Mode

Figure 11 presents the results of a repeated experiment on the same reference path in *Autonomous* mode, where the number and starting positions of the robots varied. The experiment comprises 5 runs with a single robot, 6 runs with two robots, and 3 runs with three robots. The path is a loop of length 68.3 m, with two main obstacles along the way: a box (blue in Figure 10) placed in collision between two waypoints, and a large pillar (top left in Figure 10) which is not in direct collision but where there is not enough space for two robots to pass side by side (thus forcing them to change the shape of the formation or wait for the path to clear). It could be seen that with one robot, the achieved path is close to be the same for each run: some variability only occurs on the choice to go left or right around the obstacle box which is placed nearly symmetrically. With two robots, the first one keeps a trajectory close to the one-robot case but it could be seen that the leading robot can change during the mission, around the pillar the second one needs to move closer to the obstacle to keep its safety distance with the first one. With three robots, the trajectories exhibit the same kind of pattern but with more diversity. The lengths of the traveled paths obtained during all the experiments are reported in Table 1, with associated statistics. It is interesting to note that experiments with more robots did not increase the path length as late robots are able to find shortcuts under the *WaitForAll* validation mode, since they are not required to reach exactly the waypoint but should only be at a validation distance from it. Another validation mode which would combine the *First* and *WaitForAll* behaviors could be designed to enforce the crossing of the waypoints by each robot if this is of interest for a given mission.

Table 1. *Autonomous* mode experiments: lengths of robot trajectories.

<table>
<thead>
<tr>
<th>Nb of Runs</th>
<th>Mean (m)</th>
<th>Std (m)</th>
<th>Max (m)</th>
<th>Min (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waypoints</td>
<td>68.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 Robot</td>
<td></td>
<td>67.29</td>
<td>2.35</td>
<td>71.33</td>
</tr>
<tr>
<td>2 Robots</td>
<td></td>
<td>69.19</td>
<td>2.86</td>
<td>73.28</td>
</tr>
<tr>
<td>3 Robots</td>
<td></td>
<td>65.05</td>
<td>4.37</td>
<td>74.10</td>
</tr>
</tbody>
</table>
Figure 11. *Autonomous* mode: repeated experiment with 1, 2 and 3 robots on the same reference path.

If a human operator is present in this *Autonomous* mode, it is not considered as an obstacle but as an additional agent of the swarm in the Voronoi partition, while the UGVs follow the path autonomously. In this case, the repulsion mechanism described in Step 4 of the swarming algorithm applies. A dedicated test presented in Figure 12 illustrates the way the localized operator can influence the other robots, where the operator walks between two robots and forces them to make room: the red robot stops and the green one is forced to deviate from its trajectory.
4.2. Velocity-Guided Mode

In this test, two UGVs follow a 8-shaped trajectory (Figure 13). It can be checked that both robots adapt their velocity to the one of the localized human operator, and that safety distances are respected at all times. In particular, it can be seen that the velocities of the robots and the operator are correctly superposed, except when the operator goes faster than the UGV nominal velocity (e.g., a little after time 80 s) or when an obstacle is along the way (at the end of the trajectory). These behaviors are fully consistent with the distributed algorithm and the imposed requirements.

Figure 13. Velocity-Guided mode for two UGVs interacting with a localized human operator. Right: Trajectories followed by the agents. Up left: inter-distances between robots and with operator (safety is always ensured). Bottom left: superposition of robots and operator velocities.
4.3. Follow Mode

As described in Section 2.3, the behavior of the Follow mode is parameterized by:

• The minimal distance $d_{\text{follow}}$ to which a robot could approach the target.

• The $d_{\text{follow}_{\text{base}}}$ parameter, which has an influence on the shape of the robots formation behind the target. If the base length is short, the robots will be more in line, while if it is larger a triangular shape will emerge. A standard tuning was chosen equal to $2d_{\text{col}}$.

In the following experiments, $d_{\text{follow}} = 1.0$ m and $d_{\text{follow}_{\text{base}}} = 2.0$ m. The little thumb sub-mode threshold was set to 8 m but never reached during the presented experiments, where the UGVs always followed closer the localized operator.

Figure 14 presents the trajectories of a localized pedestrian and one robot in Follow mode, while evolving in the same indoor setup from Figure 10 as the Autonomous mode tests, with a total path length of 237 m. In this experiment, the pedestrian forces the robot to make multiple loops around a pillar located around $x = 10$ m, $y = -10$ m and a box located at $x = 15$ m, $y = 5$ m to successfully demonstrate the obstacle avoidance capability in this mode. It can also be seen that the respective velocities are correctly synchronized in time, even if the human operator walks faster than the robot reference speed.

In Figure 15, the human operator traveled a path of 190 m with three robot followers, still in the same indoor environment. The graph on the left shows the relative distances between each agent and its nearest neighbor, which allows to verify that the UGVs and the human operator respect their safety distance from each other during the experiment (the distance values before time 80 s are related to a manual initialization phase before the start of the mission). Note that some of the obstacles detected by robot 2 are in fact the pedestrian, which is an artefact showing that the localization of this robot presented a drift (thus, of the order of magnitude of $d_{\text{col}}$). This is however a “fail-safe” case, since an obstacle is created at the perceived location and not erased in the mapping process, thus the avoidance is still achieved even if this might degrade the actual tracking of the operator. The localization of the robots could be improved by using inter-robot measurements (e.g., from UWB radio signals or vision processing), but this was out of the scope of this paper which is centered on the swarming control and operator interaction performances. The proposed swarm algorithm will remain applicable with relative positioning of all the agents, although the mapping process should be adapted accordingly.

![Figure 14](image-url). Follow mode with 1 robot: robot and pedestrian velocities (left) and trajectories (right).
5. Conclusions and Perspectives

A new distributed control algorithm based on Voronoi partitioning and collision cones has been proposed to coordinate the navigation of a swarm of unmanned ground vehicles interacting with a localized human operator in unknown cluttered environments. Results from field experiments with mobile ground robots have been presented, illustrating a non-rigid swarm motion capability for several navigation modes, all including collision and obstacle avoidance. The behavior of the entire swarm can be easily reshaped by only modifying how the waypoint objectives and the reference speeds are defined, resulting in a range of possible interactions with the swarm for the operator. More elaborate interaction modes are foreseen for future work (e.g., formation split-and-merge or adaptation to multiple operators), as well as larger-scale experiments.
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Appendix A

This Appendix addresses the special cases corresponding to \( N_i = 0 \) or \( N_i = 1 \). Is has been proposed by the authors in [26] and is recalled here for completeness.

If at a given instant, Robot \( i \) has zero or one neighbor, the following additional step is performed before the standard algorithm.

- If \( N_i = 0 \), Robot \( i \) has no neighbors. In this case, the robot only executes Steps 2 & 3 for obstacle avoidance and does not compute the Voronoi partitioning and collision avoidance with neighbors. Finally, the robot will track the reference points \( P_i^* = P_a^i \).
- If \( N_i = 1 \), Robot \( i \) has only one neighbor. In this case, the Voronoi cell obtained in Step 1 will be degenerated. To avoid this problem, if \( N_i = 1 \), two virtual robots are defined as follows and their indices \( v_1, v_2 \) are added to \( N_i \).
Let \((u_{ij}, u_{ij}^\perp)\) denote the local reference frame attached to Robot \(i\) such that \(u_{ij}\) is the unit vector directed from Robot \(i\) to its neighbor Robot \(j\), i.e., \(u_{ij} = \frac{(p_j - p_i)}{d_{ij}}\) with \(d_{ij} = ||p_j - p_i||\) and \(j \in N^i\). The second unit vector \(u_{ij}^\perp\) completes the orthonormal basis (see Figure A1). The positions of the two virtual robots are defined by:

\[V_{ij}^1 = p_i + \frac{d_{ij}}{2} u_{ij} + d_{mir} u_{ij}^\perp\]  
\[V_{ij}^2 = p_i + \frac{d_{ij}}{2} u_{ij} - d_{mir} u_{ij}^\perp\]  

(A1)  

(A2)

They are artificially added to the neighborhood of Robot \(i\), i.e., \(N^i \cup \{v_1, v_2\} \to N^i\), and with \(p_v^1 = V_{ij}^1, p_v^2 = V_{ij}^2\). Steps 1 to 5 of the algorithm are then executed by Robot \(i\). By construction, these two virtual robots are located at a distance greater than \(d_{col}\) and will not be involved in collision risk.

Figure A1. Positioning of virtual robots in case of \(N_i = 1\). Reproduced from [26].
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