Air-to-Ground Path Loss Model at 3.6 GHz under Agricultural Scenarios Based on Measurements and Artificial Neural Networks
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Abstract: Unmanned aerial vehicles (UAVs) have found expanding utilization in smart agriculture. Path loss (PL) is of significant importance in the link budget of UAV-aided air-to-ground (A2G) communications. This paper proposes a machine-learning-based PL model for A2G communication in agricultural scenarios. On this basis, a double-weight neurons-based artificial neural network (DWN-ANN) is proposed, which can strike a fine equilibrium between the amount of measurement data and the accuracy of predictions by using ray tracing (RT) simulation data for pre-training and measurement data for optimization training. Moreover, an RT pre-correction module is introduced into the DWN-ANN to optimize the impact of varying farmland materials on the accuracy of RT simulation, thereby improving the accuracy of RT simulation data. Finally, channel measurement campaigns are carried out over a farmland area at 3.6 GHz, and the measurement data are used for the training and validation of the proposed DWN-ANN. The prediction results of the proposed PL model demonstrate a fine concordance with the measurement data and are better than the traditional empirical models.
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1. Introduction

Thanks to their simple maneuverability, high agility, and cost-effectiveness, unmanned aerial vehicles (UAVs) are assuming a growing importance in agricultural applications including yield estimation, precision irrigation, and crop surveillance [1–4]. Path loss (PL) is a crucial large-scale parameter that has a substantial influence on the communication quality between ground stations and UAVs. Different from traditional terrestrial communications, the UAV-aided air-to-ground (A2G) channel demonstrates obvious three-dimensional (3D) characteristics [5,6], and the PL in agricultural scenarios also has some unique characteristics due to the influence of different farmland materials on the reflection or scattering process. Therefore, the modeling and accurate prediction of PL is of great significance in the construction and enhancement of UAV communication systems under agricultural scenarios.

Traditional PL predictions are primarily categorized into deterministic methods [7–13] and empirical methods [14–22]. For deterministic methods, PL is typically modeled through the ray tracing (RT) technique combined with environmental information. The authors in [7,8] utilized the RT technique to model the PL of urban scenarios, taking into account
the effects of transceiver locations and antenna heights, respectively. The authors in [9,10] predicted the PL under urban and forest scenarios, respectively, and both considered the additional impact of vegetation attenuation. For agricultural scenarios, the authors in [12] analyzed the channel characteristics of the narrowband internet of things under a typical rural scenario at 900 MHz by using the RT technique; they obtained the average PL between transceivers and derived the channel parameters including angular and delay spread. The authors in [13] developed a channel model for UAV-aided A2G radio frequency energy transfer based on the RT principle, which considered the influence of vegetation growth with time on PL in agricultural scenarios. Deterministic methods are generally considered to have a high accuracy. However, due to the complexity of ground materials caused by different types of crops in agricultural scenarios, there are inevitable differences between the reconstructed map materials and the real environment, which will affect the prediction accuracy. Moreover, deterministic methods normally come with high computational complexity.

Empirical methods usually model PL as a multi-factorial equation regarding some channel parameters including arrival angle, path delay, and so on. For example, the authors in [14,16] modeled the PL in scenarios involving rice and millet fields, respectively, as well as corn and soybean fields, and studied the effects of different crop growth stages on the PL. The authors in [17] measured the PL in a citrus plantation, and analyzed the measurement results based on the two-ray model, close-in (CI) free space reference distance PL model, and so on. For A2G scenarios, the authors in [20] investigated the effects of different transmission antenna heights on PL in rural scenarios at 26 GHz using a crane as a research platform, and analyzed the fitting performance of different empirical models, such as the CI and alpha-beta-gamma models. The authors in [21,22], respectively, studied channel parameters such as the received signal strength indicator of ZigBee and the WiFi link in farmland scenarios based on UAVs. Although empirical methods are relatively simple, they have poor scenario dependence and usually demand a substantial volume of measured data to calibrate the model. With the increase in scenario types, it is sometimes challenging to derive a general analytical equation.

Machine learning (ML) technology has attracted more and more interest in the field of channel parameter prediction due to its powerful data analysis ability [23–29]. For example, the authors in [24] evaluated the prediction accuracy of an artificial neural network (ANN) and various ML methods on PL by combining the measurement data in rural scenarios, and studied the impact of various neuron quantities and neural network (NN) layers on prediction performance. The authors in [25] utilized ML regressions to establish a PL model and investigated the impact of crop height and density at different growth stages of paddy and sugarcane on PL. The authors in [26] modeled the PL in different vegetation regions such as orange, cherry, pine, and walnut by using several ML methods such as recurrent NN. The authors in [28] applied different ensemble models to predict PL in rural scenarios for the first time, and designed the best ensemble technique. The authors in [29] predicted the PL in rural scenarios by using the k-nearest neighbor and random forest methods, and compared the predicted results with the conventional particle swarm optimization algorithm. ML methods typically demand a substantial volume of measured data during the training stage, which are rarely applied in rapidly moving UAV-aided A2G scenarios. In the case of insufficient measurement data, RT simulation data are usually employed as a substitute. Due to the complexity of ground materials and the limitation of map reconstruction accuracy in agricultural scenarios, there may be a certain disparity between RT simulation data and the actual results, which causes a decrease in the accuracy of the prediction results and greatly increases the limitations of NN applications. This study endeavors to fill this gap. The innovations and contributions are outlined as follows.

- A novel ML-based PL model with double-weight-neurons for UAV-aided A2G communications under agricultural scenarios is firstly proposed in this paper. The proposed model takes into account the main factors affecting PL, including signal propagation
distance, UAV height, and carrier frequency, and can accurately predict the PL of the line-of-sight (LoS) and non-LoS (NLoS) paths in the scenarios.

- A new ANN structure named double-weight neurons-based ANN (DWN-ANN) is designed for the PL model, which can solve the problem of large measurement data requirements in traditional ANNs and achieve accurate PL prediction through two-step training. Moreover, an RT pre-correction module is introduced to solve the problem of insufficient RT simulation accuracy caused by complex ground materials in agricultural scenarios.

- Channel measurement campaigns are carried out over a farmland area with different ground materials at 3.6 GHz. The measurement data are obtained for the training and validation of the proposed model. Moreover, the ground material parameters for RT simulations are modified. The prediction results demonstrate a fine concordance with the obtained data and achieve higher accuracy compared to the empirical models, which indicates that the proposed model can accurately predict the PL under agricultural scenarios.

The rest of the paper is structured as follows. Section 2 proposes the ML-based PL model under agricultural scenarios. In Section 3, the PL prediction scheme and the details of the DWN-ANN are introduced. Section 4 provides the channel measurement campaigns and a verification and comparison of the proposed PL model. Finally, the conclusions are summarized in Section 5.

2. Proposed ANN-Based PL Model

Numerous empirical and standardized models regarding PL prediction have been proposed, among which the third generation partnership project (3GPP) and CI models are particularly renowned. The CI model enhances PL prediction accuracy by introducing the PL exponent (PLE) based on the free-space PL (FSPL) model, which can be formulated as

\[
PL_{\text{CI}}(f, d) = 10n\log_{10}(d/d_0) + PL_{\text{FS}}(f, d_0) + X_{\lambda}^{\text{CI}}
\]  

(1)

where \(d\) and \(f\), respectively, represent the propagation distance and carrier frequency, \(d_0\) represents the referenced distance which is typically set to 1 m, and \(n\) is the PLE of the CI model. \(X_{\lambda}^{\text{CI}}\) characterizes the shadow fading (SF), which follows a Gaussian distribution with a mean of zero and standard deviation of \(\lambda\) [30]. \(PL_{\text{FS}}(f, d_0)\) represents the FSPL, which can be further expressed as

\[
PL_{\text{FS}}(f, d_0) = 20\log_{10}(f) + 20\log_{10}(d_0) + 32.45
\]  

(2)

The 3GPP model is considered to be a relatively authoritative PL model [31]. Taking the typical rural macro (RMa) scenario as an illustration, the 3GPP model under LoS and NLoS paths can be, respectively, expressed as

\[
PL_{\text{LoS}}^{\text{3GPP}} = \begin{cases} 
PL_{\text{FS}}^{\text{3GPP}}, & 10 \text{m} \leq d \leq d_P \\
PL_{\text{FS}}^{\text{3GPP}} + 40\log_{10}(d/d_P), & d_P \leq d \leq 10 \text{km}
\end{cases}
\]  

(3)

\[
PL_{\text{NLoS}}^{\text{3GPP}} = \max(PPL_{\text{LoS}}^{\text{3GPP}}, PL_{\text{FS}}^{\text{3GPP}})
\]  

(4)

where \(PL_{\text{FS}}^{\text{3GPP}}, PL_{\text{LoS}}^{\text{3GPP}}\), and \(PL_{\text{NLoS}}^{\text{3GPP}}\) can be further expressed as

\[
PL_{\text{FS}}^{\text{3GPP}} = 20\log_{10}(f) + 20\log_{10}(d_0) + 32.45
\]  

(2)

\[
PL_{\text{LoS}}^{\text{3GPP}} = \begin{cases} 
log_{10}(d) \times \min(10, 0.03h_B^{1.72}) - \min(14.77, 0.044h_B^{1.72}) \\
+ 20\log_{10}(40\pi d f/3) + 0.002d \times \log_{10}(h_B)
\end{cases}
\]  

(5)

\[
PL_{\text{NLoS}}^{\text{3GPP}} = \max(PL_{\text{LoS}}^{\text{3GPP}}, PL_{\text{FS}}^{\text{3GPP}})
\]  

(4)

where \(PL_{\text{FS}}^{\text{3GPP}}, PL_{\text{LoS}}^{\text{3GPP}}\), and \(PL_{\text{NLoS}}^{\text{3GPP}}\) can be further expressed as

\[
PL_{\text{FS}}^{\text{3GPP}} = 20\log_{10}(f) + 20\log_{10}(d_0) + 32.45
\]  

(2)
\[
PL_{3GPP}^3 = (\log_{10}(d) - 3) \times (43.42 - 3.1\log_{10}(h_{BS})) - 7.1\log_{10}(w_S) \\
- \log_{10}(h_{BS}) \times \left(24.37 - 3.7\frac{h_{BS}}{h_B}\right)^2 + 7.5\log_{10}(h_B) \\
- \left(3.2\log_{10}(11.75h_{UT})\right)^2 - 4.97 + 20\log_{10}(f) + 161.04
\]  

(7)

where \(d_p\) represents the breakpoint distance, \(h_B\) represents the average height of buildings, \(w_S\) represents the average width of streets, and \(h_{UL}\) and \(h_{BS}\), respectively, represent the antenna heights of the user terminal and base station.

Drawing inspiration from the principles of supervised learning in ML, we integrate traditional empirical models with ANN. By employing network architectures in place of explicit mathematical expressions, we aim to achieve more accurate predictions. Traditional NNs usually demand a substantial volume of measurement data during the training stage and it is difficult to acquire measurement data in scenarios like farmlands. Inspired by the NN’s capability for second training, we designed a two-step training network named DWN-ANN. This network can conduct separate pre-training and optimized training by using RT simulation and measurement data to achieve a balance between prediction accuracy and the required amount of measurement data.

Farmland scenarios are typically characterized by open spaces and limited scatters. Therefore, the A2G channel in the farmland scenario can be modeled as consisting of one LoS path, one ground specular NLoS path, and some scattering NLoS paths. This paper aims to achieve the PL prediction of the LoS and NLoS paths separately. The proposed DWN-ANN-based PL model of LoS/NLoS cases can be formulated as

\[
PL_{\text{DWN-ANN}}^{\text{LoS/NLoS}} = F_{\text{DWN-ANN}}(d_{\text{LoS/NLoS}}, h_{\text{LoS/NLoS}}, f_{\text{LoS/NLoS}} | w_{\text{Total}}, b_{\text{Total}}, \sigma(\cdot))
\]  

(8)

where \(F_{\text{DWN-ANN}}(\cdot)\) is the transfer function of DWN-ANN determined by the network structure. \(d_{\text{LoS/NLoS}}, h_{\text{LoS/NLoS}},\) and \(f_{\text{LoS/NLoS}}\) are the input parameters of DWN-ANN, representing the propagation distance, UAV height, and carrier frequency, respectively. \(w_{\text{Total}}\) and \(b_{\text{Total}}\) are the total weight and bias matrices of DWN-ANN, respectively. \(\sigma(\cdot)\) is the activation function. More details regarding the DWN-ANN structure will be elaborated in Section 3.

3. PL Prediction and DWN-ANN Design

3.1. Overview of PL Prediction Scheme

The overall PL prediction scheme is illustrated in Figure 1. In the first step, an A2G communication scenario is selected, and the measurement campaign is conducted in the chosen scenario to acquire measurement data, including the propagation distance, UAV height, carrier frequency, and the corresponding PL. Secondly, digital map reconstruction and RT simulation are carried out in the chosen scenario, and the RT pre-correction module is performed. Some of the measurement data are utilized to calibrate parameters such as the material conductivity for RT simulations. This calibration step aims to enhance the accuracy of the obtained RT simulation data significantly. Subsequently, the obtained dataset is split into the training and validation datasets, which are utilized for training the NN and assessing its performance, respectively. Finally, the DWN-ANN is constructed and the obtained RT simulation and measurement data are used for the pre-training and optimization training of the network, respectively. The trained DWN-ANN can accurately predict the PL by inputting a new propagation distance, UAV height, and carrier frequency.
### 3.2. Network Structure

The proposed DWN-ANN consists primarily of a pre-training module (PTM) and an optimization training module (OTM), as illustrated in Figure 2. The PTM can utilize RT simulation data for preliminary training to learn the approximate relationship between the PL and other channel parameters. This enables the network to attain an initial stable state, reducing the required amount of measurement data and accelerating the network’s convergence rate. After pre-training, the network parameters of PTM are assigned to the OTM. The OTM can utilize a modest quantity of measurement data for fine-tuning, leading to the further optimization of the network parameters and enhancement of prediction accuracy.

However, when conducting RT simulations in farmland scenarios, due to the limitation in the accuracy of reconstruction ground material, there might be significant disparities between the RT simulation data and the actual results. In such cases, relying solely on optimization with a small amount of measurement data might not be sufficient for error correction and achieving accurate PL prediction. Therefore, we also introduce an RT pre-correction module, utilizing the acquired measurement data to pre-correct parameters, such as the conductivity and relative dielectric constant of the ground material during RT simulations, so as to enhance the RT simulation accuracy.

During the pre-training phase, the network’s input is the RT simulation data. In this phase, only the weight and bias matrices of PTM within the DWN-ANN are updated, while the weight and bias matrices of OTM remain constant. The predicted results of PTM can be formulated as

\[
P_{\text{PL}}^{\text{LoS/NLoS}} \text{PTM} = F_{\text{DWN-ANN}} \left( \hat{d}_{\text{LoS/NLoS}}^{\text{RT-Train}}, \hat{h}_{\text{LoS/NLoS}}^{\text{RT-Train}}, \hat{f}_{\text{LoS/NLoS}}^{\text{RT-Train}} \middle| w^{\text{PTM}}, b^{\text{PTM}}, \sigma(\cdot) \right) \tag{9}
\]

where \(\hat{d}_{\text{LoS/NLoS}}^{\text{RT-Train}}, \hat{h}_{\text{LoS/NLoS}}^{\text{RT-Train}}, \text{ and } \hat{f}_{\text{LoS/NLoS}}^{\text{RT-Train}}\) are the training set of propagation distance, UAV height, and carrier frequency obtained through the RT method, respectively. \(w^{\text{PTM}}\) and \(b^{\text{PTM}}\) are the weight and bias matrices of PTM, respectively.
Figure 2. Network structure of proposed DWN-ANN.

After pre-training, the network proceeds to the optimization training phase, with the
network’s input changing to the training set of measurement data. At this point, the weight
and bias matrices of PTM retain the pre-trained values and are assigned to the OTM.
Subsequently, the network performs optimization training using the measurement data,
fine-tuning the weight and bias matrices of OTM. The predicted results of OTM can be
formulated as

$$P_{\text{LoS/NLoS}}^{\text{PTM}} = F_{\text{DWN-ANN}}(d_{\text{LoS/NLoS}}, h_{\text{LoS/NLoS}}, f_{\text{LoS/NLoS}}, w_{\text{PTM}}, b_{\text{PTM}}, w_{\text{OTM}}, b_{\text{OTM}}, \sigma(\cdot))$$  \hspace{1cm} (10)

where $d_{\text{LoS/NLoS}}$, $h_{\text{LoS/NLoS}}$, and $f_{\text{LoS/NLoS}}$ are the training set of propagation distance,
UAV height, and carrier frequency obtained through channel measurement, respectively.

Taking the classic three-layer NN structure, including an input layer, a single hidden
layer comprising $N$ neurons, and an output layer as an illustration, the final prediction
results of the DWN-ANN-based PL prediction algorithm can be formulated as

$$P_{\text{LoS/NLoS}}^{\text{DWN-ANN}} = F_{\text{DWN-ANN}}(d_{\text{LoS/NLoS}}, h_{\text{LoS/NLoS}}, f_{\text{LoS/NLoS}}, w_{\text{Total}}, b_{\text{Total}}, \sigma(\cdot))$$

where $w_{\text{PTM}(1/2)}^{\text{PTM}}$ and $b_{\text{PTM}(1/2)}^{\text{PTM}}$ represent the connection weights and biases of the hidden/output layer neurons in the PTM, respectively. $w_{\text{OTM}(1/2)}^{\text{PTM}}$ and $b_{\text{OTM}(1/2)}^{\text{PTM}}$ represent the connection weights and biases of the hidden/output layer neurons in the OTM, respectively. $\sigma_H(\cdot)$ represents the activation functions of the hidden/output layer. $w_{\text{Total}}^{\text{PTM}}$ and $b_{\text{Total}}^{\text{PTM}}$ can be calculated as the product of the corresponding elements in $w_{\text{PTM}}^{\text{PTM}}$ and $w_{\text{OTM}}^{\text{PTM}}$, as well as the product of the corresponding elements in $b_{\text{PTM}}^{\text{PTM}}$ and $b_{\text{OTM}}^{\text{PTM}}$, respectively.
\( N \), which represents the neuron quantity of the hidden layer, significantly impacts the prediction performance and can be calculated as

\[
N = \sqrt{N_I + N_O + a_{\text{Neuron}}}
\]  

(12)

where \( N_I \) and \( N_O \) are the neuron quantity of the input and output layer, respectively. \( a_{\text{Neuron}} \) is typically a constant with a value within the range of \([1, 10]\).

The introduction of activation functions enables the NN to exhibit non-linearity. The hidden layer applies the leaky rectified linear unit (LeakyReLU) function [32], which can solve the “neuron death” problem in the traditional rectified linear unit (ReLU) function and has a faster convergence rate, as shown in (13). The output layer applies the Purelin function, as illustrated in (14).

\[
\sigma_{\text{LeakyReLU}}(x) = \max(x, 0) + a_{\text{LeakyReLU}} \min(x, 0)
\]  

(13)

\[
\sigma_{\text{Purelin}}(x) = x
\]  

(14)

where \( a_{\text{LeakyReLU}} \) is a non-zero slope, typically set to 0.01.

The essence of network training is to minimize the loss function value as much as possible by continuously iterating and adjusting the network parameters. Therefore, the design of the loss function directly impacts the training performance. The introduction of L2 regularization in loss functions makes the network more inclined to use smaller and more dispersed weight vectors, ensuring that all input features are considered during training, which can enhance the model’s generalization ability and reduce the risk of overfitting. The loss function of PTM and OTM based on the mean square error and adding L2 regularization can be, respectively, expressed as

\[
L_{\text{LoS/NLoS}}^{\text{PTM}} = \frac{1}{I} \sum_{i=1}^{I} \left( P_{\text{LoS/NLoS}}^{\text{PTM}} \left( d_{\text{LoS/NLoS}}^{\text{RT-Train},i} \right) - P_{\text{LoS/NLoS}}^{\text{PTM}} \right)^2 + \frac{\mu}{2} \sum_{k=1}^{K} \| w_{\text{PTM}}^{(k)} \|^2
\]  

(15)

\[
L_{\text{LoS/NLoS}}^{\text{OTM}} = \frac{1}{I} \sum_{i=1}^{I} \left( P_{\text{LoS/NLoS}}^{\text{OTM}} \left( d_{\text{LoS/NLoS}}^{\text{Mea-Train},i} \right) - P_{\text{LoS/NLoS}}^{\text{OTM}} \right)^2 + \frac{\mu}{2} \sum_{k=1}^{K} \| w_{\text{OTM}}^{(k)} \|^2
\]  

(16)

where \( I \) represents the quantity of samples within the training dataset, \( K \) represents the quantity of layers within the NN, and \( \mu \) represents the regularization factor of L2 regularization.

The update of network weights and biases during each iteration can be, respectively, expressed as

\[
w_{pq}^{\text{PTM/OTM}(k)} = w_{pq}^{\text{PTM/OTM}(k)} - \eta \frac{\partial L_{\text{LoS/NLoS}}^{\text{PTM/OTM}}}{\partial w_{pq}^{\text{PTM/OTM}(k)}} + \omega \Delta w_{pq}^{\text{PTM/OTM}(k)}
\]  

(17)

\[
b_{pq}^{\text{PTM/OTM}(k)} = b_{pq}^{\text{PTM/OTM}(k)} - \eta \frac{\partial L_{\text{LoS/NLoS}}^{\text{PTM/OTM}}}{\partial b_{pq}^{\text{PTM/OTM}(k)}} + \omega \Delta b_{pq}^{\text{PTM/OTM}(k)}
\]  

(18)

where \( \partial(\cdot) \) represents the partial derivative, \( \eta \) represents the learning rate of the NN, and \( \omega \) represents the momentum factor, which can prevent the network parameters from getting stuck in local minima during updates. After continuous iterative training, the trained DWN-DNN can achieve an accurate prediction of the PL.
3.3. RT Data Pre-Correction

Due to the complex composition of farmland types, which includes a mixture of crops, earth, and water, it is challenging to accurately reconstruct them for RT simulations. Consequently, the obtained RT simulation data often exhibit significant discrepancies with the actual results, leading to the lower training accuracy of the PTM in DWN-ANN. In light of this, we designed the RT pre-correction module, which utilizes the measurement data to invert the real conductivity and relative dielectric constant of the ground material during RT simulation, so as to improve the accuracy of the obtained RT simulation data.

The measured farmland can be further divided into different sub-scenarios, and a preliminary 3D map reconstruction of the farmland is carried out, where the conductivity and relative dielectric constant of the ground material are initially set to default values of the grassland. Then, RT simulations are performed on the farmland scenario to calculate the NLoS path reflection points corresponding to different UAV locations. Furthermore, by combining the actual GPS coordinates of the UAV with the calculated reflection point positions, the measurement data generated by reflections on the ground in different sub-scenarios are divided into different groups. Finally, the measurement data from different sub-scenarios are compared with the corresponding RT data, and the ground material parameters for each sub-scenario are continuously adjusted until the generated RT data match the measurement data.

After RT pre-correction, more accurate RT simulation data can be obtained in the farmland scenario, improving the accuracy of the PTM in DWN-ANN and further reducing the amount of measurement data required by the OTM.

4. Validation and Comparison
4.1. Channel Measurement Campaigns

Most of the existing A2G channel measurement campaigns are predominantly focused on urban scenarios, with relatively fewer studies conducted in rural farmland scenarios. Furthermore, only a few of them consider different UAV heights. In this study, we conduct measurement campaigns of different UAV heights in a farmland scenario.

The developed A2G channel sounder is illustrated in Figure 3, including a UAV-aided transmitter (TX) and a receiver (RX) fixed on the ground, as shown in Figure 3a and Figure 3b, respectively. The TX comprises a hexacopter UAV, an omnidirectional antenna, a global positioning system (GPS) antenna, and a software-defined radio (SDR) signal transmitting platform comprising a radio frequency (RF) module, a high-power amplifier (HPA), and a lithium battery. The sounding signal is sent through the RF module, HPA, and omnidirectional antenna. The independent lithium battery is used for the power supply for both the HPA and RF modules. The RX consists of an omnidirectional antenna, a GPS module, an uninterruptible power supply, and an SDR signal processing platform comprising an RF module and a baseband processing module. The received signal is captured by the omnidirectional antenna, and then sent into the baseband processing module through the RF module for data processing. Finally, the measurement data are stored in the disk. Data transmission between the SDR and disk is realized via the PCIe bus. The comprehensive specifications of the channel sounder are introduced in Table 1, and more details about the channel sounder can be found in [33].

Table 1. Hardware parameters of the A2G channel sounder.

<table>
<thead>
<tr>
<th>System Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supported frequency band</td>
<td>100–6000 MHz</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>100 MHz</td>
</tr>
<tr>
<td>Transmit power</td>
<td>32 dBm</td>
</tr>
<tr>
<td>HPA gain</td>
<td>42 dB</td>
</tr>
<tr>
<td>Antenna type</td>
<td>Omnidirectional Antenna</td>
</tr>
<tr>
<td>Antenna gain</td>
<td>2.5 dBi</td>
</tr>
<tr>
<td>Measurement sequence</td>
<td>Single-tone signal/Zadoff-Chu (ZC) sequence</td>
</tr>
</tbody>
</table>
The channel measurement was conducted on a farmland at 3.6 GHz, and the ZC sequence is used in the channel sounder. The farmland area was approximately 150 m by 120 m, with sparse roads and low-rise buildings scattered around, resulting in an overall open environment. The RX was positioned at the edge of the farmland with the antenna at a height 2.5 m above the ground. The GPS coordinates for the fixed RX point were 118.57402 E 33.09518 N. Since the UAV normally flies at low altitudes for operations like yield estimation, precise irrigation, and crop monitoring in agricultural scenarios, we selected the UAV height range of 10 m to 30 m for the channel measurement campaigns. The UAV, equipped with the TX, took off from one side of the farmland and flew in a straight line with a 5 m height interval at different heights ranging from 10 m to 30 m and a flight distance of 100 m for each height, as shown in Figure 4. The GPS coordinates for the starting point of the horizontal movement of TX were 118.5736 E 33.09546 N. The receiver only started recording channel data when the UAV flew along the solid yellow line in the figure and stopped recording when it flew along the dashed yellow line. The PL data corresponding to different distances and UAV altitudes were obtained.

**Figure 3.** Overview of the (a) TX and (b) RX of the A2G channel sounder.

**Figure 4.** Channel measurement campaigns in the farmland scenario.

### 4.2. Data Pre-Processing

We further divided the measured farmland into four sub-scenarios: crops with dry earth, crops with wet earth, paddy fields, and dense crops (without exposed earth), as shown in Figure 5. After the channel measurement, we corrected the electromagnetic
parameters of the ground materials for RT simulations based on some of the measurement data. The modified electromagnetic parameters of different materials are shown in Table 2.

![Image](image-url)

**Figure 5.** Four types of sub-scenarios in the farmland area.

**Table 2.** Modified electromagnetic parameters of four ground materials.

<table>
<thead>
<tr>
<th>Ground Material</th>
<th>Relative Dielectric Constant</th>
<th>Conductivity (S/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crops with dry earth</td>
<td>2.12</td>
<td>0.001</td>
</tr>
<tr>
<td>Crops with wet earth</td>
<td>2.2</td>
<td>0.018</td>
</tr>
<tr>
<td>Paddy fields</td>
<td>1.85</td>
<td>0.18</td>
</tr>
<tr>
<td>Dense crops (without exposed earth)</td>
<td>2.1</td>
<td>0.15</td>
</tr>
</tbody>
</table>

4.3. Prediction Results Analysis

In total, we obtained 10,000 RT simulation data and 5065 measurement data, then divided the obtained RT data and measurement data, respectively, into the training dataset and validation dataset in proportions of 80% and 20%. The RT training dataset was utilized for the initial training of the PTM, followed by the measurement training dataset being utilized for the optimization training of the OTM. It should be mentioned that, in order to verify the property that our proposed model can decrease the usage of measurement data while ensuring the prediction accuracy, only 30% of the measurement training dataset was utilized to further optimize the OTM. For the network structure, the input parameters of both PTM and OTM were the propagation distance, UAV height, and carrier frequency, and the output parameter was the PL. Therefore, the number of nodes in the input and output layers were set to 3 and 1, respectively. The number of hidden layers was set to 2, with each layer comprising 10 nodes. The PTM and the OTM had the same network structure in order to ensure the successful transmission of network parameters. The Adam optimizer was employed in the NN to ensure the correct update of the loss function parameters with a suitable magnitude, and the learning rate was configured as 0.001. After training, the prediction results were compared with the remaining 20% validation set.

For the LoS case, the prediction results of the proposed model, 3GPP, and CI model at UAV heights of 10 m and 20 m are shown in Figure 6. We can see that the PLEs of the CI model were fitted to 2.15 at a UAV height of 10 m and 2.26 at a height of 20 m, respectively. The standard deviations of SF were 3.031 dB and 3.279 dB, respectively. The 3GPP model was obtained through the formula of the LoS case under RMa in [31], where the average
height of buildings was set to 5 m. For comparison purposes, the RT validation dataset and measurement validation dataset are drawn in the figure as well.
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**Figure 6.** DWN-ANN, RT validation dataset, measurement validation dataset, 3GPP, and CI model of LoS case at UAV heights of (a) 10 m and (b) 20 m.

As shown in Figure 6, since the PL of the LoS path was not affected by the scatterer materials, the obtained RT simulation data relatively align with the measurement data. The measured PLs were slightly influenced by the elevation angles of the propagation paths because the actual antenna pattern was not perfectly isotropic. The predicted PL of DWN-ANN after pre-training and optimization training were, respectively, consistent with the RT validation dataset and measurement validation dataset, which demonstrates the accuracy of the proposed model. Moreover, the predicted values of our proposed model were consistent with the 3GPP model and closer to the measurement data than the CI model, which verifies that the proposed model conforms to the 3GPP standard and is superior to the traditional empirical model, allowing for the accurate prediction of the PL of the LoS path in the farmland scenario.

For the NLoS case, the prediction results of the proposed model, 3GPP, and CI model at UAV heights of 15 m and 30 m are given in Figure 7. Here, default grassland ground
material parameters were utilized to acquire RT simulation data without RT pre-correction. The 3GPP model was obtained through the formula of NLoS case under RMa in [31], where the average height of buildings was set to 5 m, the average width of streets was set to 4 m, the antenna height of the user terminal was set to 2.5 m, and the antenna height of the base station was set according to the different UAV heights. The PLEs of the CI model at UAV heights of 15 m and 30 m were respectively fitted to 2.79 and 2.88, which are slightly smaller than the PLE in urban scenarios. The standard deviations of SF were 3.652 dB and 4.112 dB, respectively.
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**Figure 7.** DWN-ANN (without RT pre-correction), RT validation dataset, measurement validation dataset, 3GPP, and CI model of NLoS case at UAV heights of (a) 15 m and (b) 30 m.

Due to the complexity of the ground materials and the significant influence of ground materials on the ground reflection path, without RT pre-correction, there was a relatively significant difference between the obtained RT simulation data and the measurement data. It was found that the prediction results of DWN-ANN after pre-training still matched the RT validation dataset, but the corresponding results after optimization training were slightly lower than the measurement data, which demonstrates a decreased prediction
accuracy in comparison to the LoS case. However, the predicted PL was still close to the 3GPP and CI model, indicating the validity of the proposed model. Even when using default RT material parameters and with limited measurement data, the DWN-ANN can still improve prediction accuracy through joint training with RT and measurement data, achieving similar prediction results to traditional models.

After RT pre-correction, the corresponding prediction values are illustrated in Figure 8. As depicted in the figure, after correcting ground material parameters of the farmland using measurement data, the obtained RT simulation data of NLoS path were in better agreement with the measurement data. The predicted PL of DWN-ANN after pre-training and optimization training, respectively, aligned with the RT validation dataset and measurement validation dataset, and were closer to the measurement data than 3GPP and CI model, which indicates the superiority of our proposed model in the NLoS case, which can accurately predict the PL of the NLoS path in the farmland scenario. Furthermore, it also proves the necessity of the RT pre-correction module in scenarios with complex materials.

![Figure 8](image-url)
In order to intuitively demonstrate the prediction accuracy of different models, the root mean square error (RMSE) between the measurement data and the CI model, 3GPP model, and the proposed DWN-ANN model is shown in Table 3. According to the above analysis, it can be concluded that the ground materials of farmland scenarios significantly impact the RT simulation accuracy. Our proposed model can achieve similar prediction accuracy to traditional CI and 3GPP models when using default ground materials in RT simulation. After the pre-correction of the ground material parameters, the prediction values are consistent with the measurement data and superior to traditional models. In summary, the proposed model can achieve a favorable equilibrium between prediction accuracy and the required amount of measurement data through joint training with RT and measurement data. Moreover, it can enhance prediction accuracy via RT pre-correction, achieving accurate PL prediction under LoS and NLoS paths in farmland scenarios. The proposed model solves the issue of PL prediction in the case of insufficient measurement data and inaccurate RT simulation in the farmland scenario.

Table 3. The RMSE of CI model, 3GPP model, and the proposed DWN-ANN model.

<table>
<thead>
<tr>
<th></th>
<th>Figure 6a</th>
<th>Figure 6b</th>
<th>Figure 7a</th>
<th>Figure 7b</th>
<th>Figure 8a</th>
<th>Figure 8b</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI model</td>
<td>2.1912</td>
<td>2.3071</td>
<td>3.4089</td>
<td>2.8562</td>
<td>3.4089</td>
<td>2.8562</td>
</tr>
<tr>
<td>DWN-ANN</td>
<td>2.1727</td>
<td>2.2877</td>
<td>4.0231</td>
<td>3.5267</td>
<td>3.2425</td>
<td>2.7330</td>
</tr>
</tbody>
</table>

5. Conclusions

This paper has proposed an ML-based PL model under agricultural scenarios. A new network structure named DWN-ANN has been developed to predict the PL of the LoS and NLoS paths, which can be pre-trained and further optimized by using RT simulation and measurement data, respectively. Furthermore, an RT pre-correction module has been introduced to optimize the RT simulation accuracy, and modified material electromagnetic parameters have been given. To thoroughly analyze and appraise the proposed model, extensive channel measurement campaigns have been conducted over farmland areas at 3.6 GHz. Through a comparison with the measurement data, our proposed model has been proven to be more accurate than traditional models. This suggests that our model is better suited for UAV-aided A2G communications in agricultural scenarios. In the future, it is envisaged that measurement campaigns will be conducted on diverse farmland areas with the aim of substantiating the proposed model’s universality.
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