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Abstract: Integrating the relaying drone and non-orthogonal multiple access (NOMA) technique into post-disaster emergency communications (PDEComs) is a promising way to accomplish efficient network recovery. Motivated by the above, by optimizing the drone three-dimensional (3D) deployment optimization and spectrum allocation, this paper investigates a quality of service (QoS)-driven sum rate maximization problem for drone-and-NOMA-enhanced PDEComs that aims to improve the data rate of cell edge users (CEUs). Due to the non-deterministic polynomial (NP)-hard characteristics, we first decouple the formulated problem. Next, we obtain the optimal 3D deployment with the aid of a long short-term memory (LSTM)-based recurrent neural network (RNN). Then, we transform the spectrum allocation problem into an optimal matching issue, based on which the Hungarian algorithm is employed to solve it. Finally, the simulation results show that the presented scheme has a significant performance improvement in the sum rate compared with the state-of-the-art works and benchmark scheme. For instance, by adopting the NOMA technique, the sum rate can be increased by 9.72% and the needs of CEUs can be satisfied by enabling the relaying drone. Additionally, the convergence, complexity, and performance gap caused by iterative optimization are discussed and analyzed.
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1. Introduction

Drones play a crucial role in post-disaster emergency communications (PDEComs), particularly showcasing their advantage as relays [1]. In times of crisis, drones can be rapidly deployed, serving as mobile communication relays to bridge gaps in coverage or areas where ground-based stations are compromised. An illustrative example of this occurred during the 2017 earthquake in Mexico, where ground communication infrastructure was severely damaged. Relaying drones equipped with communication devices were deployed to fly over the affected areas, successfully establishing reliable transmission links. Therefore, the flexible and efficient application of drones in PDEComs has rendered them irreplaceable, elevating rescue efficiency and emergency response capabilities [2].

As relay devices, drones can rapidly establish communication networks. In PDEComs, ground infrastructure may be damaged and traditional communication networks limited. Drones can quickly deploy over affected areas, connecting damaged ground communication equipment through their own communication devices, forming a temporary communication relay station, achieving flexible and efficient communication [3–5]. Moreover, drones can provide extensive coverage in post-disaster environments. Due
to their ability to fly over complex terrain and obstacles, drones can quickly reach different locations in the disaster-stricken area, providing comprehensive coverage for the construction of communication networks [6]. This high maneuverability makes drones an ideal choice for rapidly responding to disasters, effectively overcoming the limitations of ground equipment. Furthermore, drones are typically equipped with advanced sensors and communication technologies, allowing them to collect real-time environmental information and transmit it to command centers. This provides real-time and accurate data support for post-disaster rescue efforts, helping command centers better understand the situation, allocate resources, and formulate rescue plans [7–10]. The high maneuverability and multi-functionality of drones enable them to adapt to various emergency communication needs, improving the efficiency and success rate of post-disaster rescue. In conclusion, drones serve as flexible and efficient relays in PDEComs. With advantages such as rapid network deployment, extensive coverage, and real-time information collection, drones provide powerful support for post-disaster rescue, becoming essential tools in disaster response and emergency communication.

However, the use of the conventional orthogonal multiple access (OMA) technique comes with certain disadvantages. Facing the considered challenges, introducing the non-orthogonal multiple access (NOMA) technique brings a range of functions and advantages [11–13].

• First, the drawback of OMA lies in its relatively low spectrum utilization efficiency. The allocation of orthogonal subcarriers to users in OMA results in spectrum resource wastage, especially when the number of users is low or unevenly distributed. NOMA, on the other hand, allows multiple users to share the same frequency resource on the same subcarrier in a non-orthogonal manner, improving spectrum utilization efficiency, especially in scenarios with an uncertain and uneven distribution of users in PDEComs.

• Second, NOMA exhibits advantages such as higher system throughput and lower channel latency. In OMA, the requirement for orthogonality between subcarriers imposes limitations on the system throughput. NOMA, by allowing multiple users to transmit simultaneously on the same subcarrier, enhances the overall system throughput. Furthermore, NOMA manages interference among users through non-orthogonal means, reducing channel latency and improving communication quality.

• Finally, the introduction of NOMA also serves to increase the connection density and flexibility of emergency communication networks. Due to NOMA allowing multiple users to share the same frequency resource, the emergency communication network can accommodate more user connections, adapting to significant network load fluctuations in PDEComs. Additionally, NOMA exhibits strong flexibility, allowing dynamic resource allocation based on user demands, achieving more flexible and efficient communication.

In this context, the optimization of spectrum resource allocation becomes imperative. Through the rational adjustment of parameters and algorithms in NOMA, it is possible to better meet the communication needs of different disaster-affected users, enhancing the overall performance of emergency communication networks. Spectrum resource allocation optimization also helps prevent spectrum waste, further improving spectrum utilization efficiency. In summary, the introduction of the NOMA technique in PDEComs offers various advantages, including enhanced spectrum utilization efficiency, increased the system throughput, reduced channel latency, and improved connection density and flexibility. Building upon this, optimizing spectrum resource allocation is essential to better meet the complex requirements of PDEComs and enhance the overall performance of emergency communication networks.

Motivated by the above discussions, this paper investigates the application of NOMA and relaying drones in PDEComs. The hovering drone is used as a relay to improve the data rate of CEUs, and the NOMA technique is incorporated into the DF relay protocol to enhance spectrum utilization. Specifically, we formulate a QoS-driven sum rate maximiza-
tion problem by optimizing the drone three-dimensional (3D) deployment optimization and spectrum allocation. To tackle the formulated problem effectively, we first use the long short-term memory (LSTM)-based recurrent neural network (RNN) to solve the optimal 3D deployment with fixed channel assignments. More precisely, by using the RNN, the relaying drone can further adapt to dynamic environmental changes, leading to smarter relay deployments. Then, we reformulate the spectrum allocation problem as an optimal matching issue, based on which the Hungarian algorithm is employed to obtain the optimal spectrum allocation. The complexity of overall algorithmic framework is analyzed theoretically. Finally, the simulation results indicate that the presented scheme is superior to the state-of-the-art works [14–16] and benchmark scheme in terms of the sum rate. Additionally, the convergence, complexity, and performance gap caused by iterative optimization are shown.

2. Related Work

Extensive studies have been carried out to investigate drone-assisted PDEComs [14,17–19]. The work in [17] investigated the sum spectrum efficiency enhancement problem by optimizing the drone service zone selection and user scheduling. In [18,19], the authors optimized the drone deployment with the aim of increasing the data rate of cell edge users (CEUs). Additionally, a drone-assisted urban emergency communication scenario was considered in [14], where a joint altitude and resource allocation scheme was proposed to ensure information forwarding from the disaster area. Currently, in order to make full use of the advantage of drone-assisted PDEComs, combining the NOMA technique with the relaying drone has attracted much attention from researchers [15,16,20,21]. The authors in [15,21] incorporated the NOMA technique with the decode-and-forward (DF) relay protocol to improve the spectrum utilization and transmission performance of PDEComs. Furthermore, by optimally allocating the multi-dimensional resources (e.g., power and time slot scheduling), the energy-efficiency optimization problem was studied in [16,20].

Despite noticeable achievements for data transmissions in PDEComs, the aforementioned works have not exploited the benefits of the combination of drones and NOMA. Several challenging issues remain to be investigated. First, the existing works in [14,17–19] mainly provide relaying services based on the OMA technique for a set of disconnected CEUs. However, employing the NOMA technique can improve the data rate and ensure the connectivity in PDEComs. Second, although the works in [15,16,20,21] adopt the NOMA technique, the advantages of combining the relaying drone with NOMA have yet to be fully exploited. In particular, the authors consider only one-dimensional [21] or two-dimension [15] deployment optimizations. In addition, since using the NOMA technique introduces co-channel interference at CEUs, the spectrum allocation algorithm should be delicately designed in [16,20]. Finally, the above works in [14–21] make an implicit assumption that the basic rate requirement of each CEU can be satisfied. In effect, for the minimum quality of services (QoS) requirement, the fairness of each CEU needs to be guaranteed.

3. System Model and Problem Formulation

As illustrated in Figure 1, we consider the scenario of PDEComs, consisting of a base station (BS), a relaying drone, and M CEUs, denoted as \( M = \{1, \ldots, M\} \). By using the NOMA technique, M CEUs share \( N \) frequency channels, denoted as \( N = \{1, \ldots, N\} \). In order to improve the data rate of CEUs, the NOMA technique is integrated into the DF relay protocol. In the NOMA-and-DF-enabled relay protocol, the BS transmits data to the relaying drone in the first time slot (TS). Then, in the second TS, the relaying drone decodes the data and transmits it to M CEUs. Meanwhile, in the second TS, the BS transmits data to M CEUs.
In emergency situations, ground infrastructures are often damaged, leading to the interruption of line-of-sight (LoS) links. In this situation, the link between the CEU and a remote surviving BS can be regarded as the non-LoS (NLoS) link. By contrast, due to the maneuverability of the drone, the link between it and the CEU is usually the LoS link [21]. Therefore, based on the difference in receiving power, we can use the successive interference cancellation (SIC) technique to recover desired data. Specifically, the CEU prioritizes decoding the signal from the relaying drone. Then, the CEU decodes the signal from the BS. The NOMA-and-DF-enabled relay protocol takes the advantage of the characteristics of power domain NOMA.

Let $X = \{x_{m,n}|\forall m \in M, \forall n \in N\}$ denote the spectrum allocation policy. If the $n$-th ($\forall n \in N$) spectrum is allocated to the $m$-th ($\forall m \in M$) CEU, $x_{m,n} = 1$, otherwise $x_{m,n} = 0$. Thus, $x_{m,n} \in \{0, 1\}$. The Cartesian coordinate system is introduced in Figure 1. We define the BS location as the origin, and define as the BS antenna height. Therefore, the 3D coordinates of the BS are $\psi_B = (0, 0, H_B)$. Similarly, the 3D coordinates of the drone are $\psi_U = (x, y, z)$, where $x$, $y$, and $z$ are the coordinates of horizontal, longitude, and vertical locations for the relaying drone, respectively. In addition, the 3D coordinates of the $m$-th CEU are $\psi_m = (x_m, y_m, 0)$, where $x_m$ and $y_m$ are the coordinates of horizontal and longitude locations for the $m$-th CEU, respectively.

For the $m$-th CEU, the channel power gains of BS–drone, BS–CEU, and drone–CEU are $G_{B,U}^n$, $G_{B,m}^n$, and $G_{U,m}^n$, respectively. We have

$$G_{B,U}^n = |s_{B,U}^n|^2 h_{B,U}^n,$$

$$G_{B,m}^n = |s_{B,m}^n|^2 h_{B,m}^n,$$

and

$$G_{U,m}^n = |s_{U,m}^n|^2 h_{U,m}^n,$$

where $s_{B,U}^n$, $s_{B,m}^n$, and $s_{U,m}^n$ are the small-scale fading components of BS–drone, BS–CEU, and drone–CEU, respectively; $h_{B,U}^n$, $h_{B,m}^n$, and $h_{U,m}^n$ are the large-scale fading components of BS–drone, BS–CEU, and drone–CEU, respectively, depending on the pathloss. As discussed in [2], for the air-to-ground link (i.e., the BS–drone and drone–CEU links), the pathloss can be expressed as $32.44 + 20 \log(d(\text{km})) + 20 \log(f_c [\text{MHz}])$, where $d(\cdot)$ is the Euclidean distance, and $f_c$ is the carrier frequency. Specifically, the used pathloss model is the
free-space pathloss model. Based on the theory of electromagnetic wave propagation in a vacuum, the free-space pathloss model considers signal attenuation in unobstructed environments, providing a simple yet accurate representation [22]. In the air-to-ground link (i.e., the BS–drone and drone–CEU links), the aerial paths are typically open, devoid of atmospheric, architectural, or other obstacles. Therefore, employing the free-space pathloss model allows for a reasonably accurate description of signal decay in the air, offering a reliable reference for communication system design. Meanwhile, the application of the free-space pathloss model helps simplify the modeling process of communication systems and provides estimates of pathloss for different transmission distances and frequencies [23–25].

To sum up, choosing the free-space pathloss model for air-to-ground pathloss modeling not only ensures accurate results in practical scenarios but also simplifies the complexity of system design.

Therefore, for the $m$-th CEU, its data rate $R_m(X, \psi_U)$ is given by

$$R_m(X, \psi_U) = \sum_{n=1}^{N} x_{m,n} R_{m,n}^{\text{NOMA}}(\psi_U) \geq R_m^{\text{QoS}},$$

where $R_m^{\text{QoS}}$ is the minimum QoS requirement. In (4), the expression of $R_{m,n}^{\text{NOMA}}$ is

$$R_{m,n}^{\text{NOMA}}(\psi_U) = \log_2 \left( 1 + \frac{P_B G_{B,m}}{\sigma^2} \right) + \min \left\{ \log_2 \left( 1 + \frac{P_B G_{B,m}}{\sigma^2} \right), \log_2 \left( 1 + \frac{P_U G_{U,m}}{P_B G_{B,m} + \sigma^2} \right) \right\},$$

where $P_B$ is the BS transmitting power, $P_U$ is the drone transmitting power, and $\sigma^2$ is the noise power. According to (4), the sum rate $R_{\text{sum}}(X, \psi_U)$ is

$$R_{\text{sum}}(X, \psi_U) = \sum_{m=1}^{M} R_m(X, \psi_U).$$

As introduced above, the drone 3D deployment ($X$) and spectrum allocation ($\psi_U$) can significantly affect the sum rate $R_{\text{sum}}(X, \psi_U)$. Thus, to fully exploit the advantages of drone-and-NOMA-enhanced PDEComs, it is necessary to jointly optimize ($X$) and ($\psi_U$). The QoS-driven sum rate maximization problem can be mathematically formulated as

$$\text{P1 : max}_{X, \psi_U} R_{\text{sum}}(X, \psi_U) = \sum_{m=1}^{M} R_m(X, \psi_U)$$

s.t. $C1 : R_m(X, \psi_U) \geq R_m^{\text{QoS}}, \forall m$

$$C2 : \sum_{n=1}^{N} x_{m,n} = 1, \forall m$$

$$C3 : \sum_{m=1}^{M} x_{m,n} \leq 1, \forall n$$

$$C4 : x_{m,n} \in \{0, 1\}, \forall m, n$$

$$C5 : x_{\text{min}} \leq x \leq x_{\text{max}},$$

$$C6 : y_{\text{min}} \leq y \leq y_{\text{max}},$$

$$C7 : z_{\text{min}} \leq z \leq z_{\text{max}},$$

where $x_{\text{min}}, y_{\text{min}},$ and $z_{\text{min}}$ are the minimum horizontal, longitude, and vertical locations for the relaying drone, respectively; $x_{\text{max}}, y_{\text{max}},$ and $z_{\text{max}}$ are the maximum horizontal, longitude, and vertical locations for the relaying drone, respectively. In P1, C1 ensures that the minimum QoS requirement for each CEU can be satisfied; C2–C4 together de-
Drone's spectrum allocation mechanism; C5–C7 together limit the feasible area for the relaying drone.

**Remark 1.** This paper adopts a hovering drone. This is because compared with the continuous flight mode, the hovering mode can save energy and extend the flight time of the drone. Meanwhile, by using hovering mode, the drone can maintain a stable position and reduce the instability of communication signals. Second, for power domain NOMA, optimizing $P_B$ and $P_U$ can further improve $R_{\text{sum}}(X, \psi_U)$. However, based on the semi-physical verification, frequent changes in transmitting power will cause the network disconnection. Finally, in the designed NOMA-and-DF-enabled relay protocol, the signal from the BS to the CEU in the first TS is wasted. Theoretically, we can use the maximum ratio combining technique to improve the TS utilization. Unfortunately, due to the limited decoding capability of CEUs, the complex receiving mechanism will be difficult to execute successfully, especially in post-disaster scenarios where electricity and fuel are in short supply.

4. QoS-Driven Sum Rate Maximization Scheme

Due to $x_{m,n} \in \{0, 1\}$, $P_1$ is a mixed integer nonlinear programming (MINLP) problem with discrete ($X$) and continuous ($\psi_U$) variables. To solve it, iterative optimization is used. The overall algorithmic process is summarized in Algorithm 1, where the graph theory and LSTM-based RNN are adopted. In Algorithm 1, the parameters “num_sample” and “num_spectrum” represent the number of samples and the number of frequency channels, respectively. In addition, the parameter “num_CEU” represents the number of CEUs.

**Algorithm 1**

QoS-driven sum rate maximization scheme

1. Initialize num_sample, num_CEU, num_spectrum.
2. for $i = 1; i \leq \text{num_sample}; i++$ do
3. Generate the initial position $\psi_{U_i}$ randomly.
4. for $j = 1; j \leq \text{num_CEU}; j++$ do
5. Obtain the position $\psi_{m,j}$ of the $m$-th CEU.
6. Calculate the cost matrix.
7. Use the Hungarian algorithm.
8. end for
9. end for
10. Train the model by using the LSTM-based RNN.
11. Use the stochastic gradient descent (SGD) algorithm.
12. Obtain the optimal $(X)^*$ and $(\psi_U)^*$.
13. Output the sum rate.

4.1. Spectrum Allocation

Given $(\psi_U)$, $P_1$ can be reduced to

\[
P_2: \max_{X} R_{\text{sum}}(X) = \sum_{m=1}^{M} R_m(X)
\]

s.t. $C1 - C4$. (8a)

To solve $P_2$, a set of weight coefficients $\{\omega_{m,n}\}$ is introduced, where

\[
\omega_{m,n} = \begin{cases} R_{m,n}^{\text{NOMA}}, & R_{m,n}^{\text{NOMA}} \geq R_m^{\text{QoS}} \\ \Delta, & \text{otherwise} \\ R_{m,n}^{\text{NOMA}} < R_m^{\text{QoS}} \end{cases}
\]
where $\Delta$ is a very small negative value. Substituting $\omega_{m,n}$ into $P_2$, the spectrum allocation problem can be further simplified as

$$P_3 : \max_{X} \sum_{m=1}^{M} \sum_{n=1}^{N} x_{m,n} \omega_{m,n}$$  \quad (10a)$$

s.t. \ C_2 - C_4. \quad (10b)$$

It is observed that $C_1$ has been eliminated. As discussed in [26], $P_3$ can be viewed as an optimal matching issue. The optimal spectrum allocation $(X)^*$ can be obtained using the Hungarian algorithm.

4.2. Deployment Optimization

In Section 4.1, we have randomly generated a large number of position data samples of the drone at different locations, and then obtained the optimal spectrum allocation corresponding to the drone at different locations by using the Hungarian algorithm. Through this process, we can determine the sum rate of all CEUs optimized for spectrum allocation when the drone is in different locations. Next, we use these samples to train an LSTM-based RNN model. Specifically, the application of the RNN in solving the deployment optimization problem is primarily based on their powerful modeling capabilities for sequential data. The RNN can handle variable-length sequences and capture dependencies within the sequence through its recurrent structure, making it highly effective in solving convex optimization problems with continuous variables [27–29]. The RNN can gradually adjust parameters by learning temporal information, approaching the optimal solution in a step-wise manner and demonstrating strong optimization performance in convex optimization problems [30].

In the context of 3D optimization deployment of the relaying drone, there are significant advantages to using the RNN. First, the RNN can effectively capture the temporal dynamics of task requirements (i.e., $R^{QoS}_m$), better simulating real deployment scenarios. Second, the RNN can optimize deployment strategies gradually during training, considering dynamic changes in the environment and task priorities, resulting in more flexible and intelligent deployments. Finally, the end-to-end learning capability of the RNN streamlines the deployment process, reducing the need for human intervention and enhancing the system’s ability for autonomous decision-making. In summary, employing the RNN to solve the deployment optimization problem provides advantages in modeling sequential data. This advantage leads to more intelligent and adaptive deployment solutions, improving system performance and efficiency.

4.2.1. LSTM-Based RNN

Figure 2 illustrates the RNN feedback structure, where $\psi_U$ is the input, $A$ is the recurrent unit, $h$ represents the weight of neurons, and ReLU represents the activation function. However, the traditional RNN suffers from the vanishing gradient problem, making it difficult to learn long-term dependencies, especially when the current output is related to a distant time series [31]. To overcome this issue, the LSTM units are introduced, which can improve the internal structure of the repetitive modules in a chain-like structure. Figure 3 illustrates the diagram of an LSTM-based RNN. Specifically, LSTM generates a gradient long path by introducing self-loop, and the weight of self-loop is updated accordingly at each iteration. Additionally, LSTM consists of three thresholds, i.e., the input, output, and forgetting thresholds, enhancing the control over the information flow. In Figure 3, the input threshold $i_t$ determines the unit’s state that needs to be updated. The output threshold $o_t$ filters the output based on the unit’s state. The forgetting threshold $f_t$ determines which information needs to be discarded from the previous time-step’s unit state.
The operational principles of LSTM units are

$$f_t = \varepsilon \left( W_f \cdot [h_{t-1}, \psi_{Ut}] + b_f \right),$$  \hspace{1cm} (11) \\
$$i_t = \varepsilon (W_i \cdot [h_{t-1}, \psi_{Ut}] + b_i),$$  \hspace{1cm} (12) \\
$$o_t = \varepsilon (W_o \cdot [h_{t-1}, \psi_{Ut}] + b_o),$$  \hspace{1cm} (13) \\
$$\tilde{C}_t = \text{ReLU} (W_C \cdot [h_{t-1}, x_t] + b_C),$$  \hspace{1cm} (14) \\
$$C_t = f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t,$$  \hspace{1cm} (15)

and

$$h_t = o_t \cdot \text{ReLU} (C_t).$$  \hspace{1cm} (16)

In (11)–(16), $W_f$, $b_f$, $W_i$, $b_i$, $W_o$, and $b_o$ are the weights and biases of three thresholds, respectively; $\varepsilon$ is the sigmoid activation function; $C_t$ the state of the RNN unit; and $C_t$ is the state of the LSTM unit.

Figure 4 shows the overall algorithmic flow chart of the proposed deployment optimization algorithm. After the completion of training, we can predict the relationship between the drone 3D deployment and sum rate. In the RNN, the data standardization process is typically performed by subtracting the mean and dividing by the standard deviation. This process aims to eliminate scale differences among the data, ensuring that inputs are within similar ranges. For each time step, the mean of the samples at that time step is taken, subtracted from the samples, and then divided by the standard deviation of the samples at that time step. This ensures that the RNN converges more easily during training, enhancing the stability and generalization capability of the model [32]. Then, in the RNN, the process of data inverse standardization is the inverse operation of standardization. It is executed by multiplying by the standard deviation and adding the mean. During training, to map the model’s outputs back to the original scale of the data, the inverse standardization of data is necessary. For each time step, multiply by the standard deviation of the samples at that time step and then add the mean of the samples at that time step. This ensures that the
outputs generated by the RNN can be transformed to the original scale of the data after training, making the model’s predictions more meaningful [33].

Figure 4. Overall algorithmic flow chart of the proposed deployment optimization algorithm.

4.2.2. SGD Algorithm

During the previous training process, we successfully train a neural network model. This model is designed to take drone 3D deployment as the input and generate the corresponding the sum rate as the output. Given \((X')\), P1 can be reduced to

\[
P_4: \max_{\psi_U} R_{\text{sum}}(\psi_U) \quad (17a)
\]

subject to \(C_5 - C_7\). (17b)

In the proposed scheme, the LSTM-based RNN is employed to learn the relationship between the 3D deployment of the relaying drone and the sum rate. Based on this, the stochastic gradient descent (SGD) algorithm is utilized to guide the updating process by leveraging gradient information to gradually adjust parameters towards the optimal solution. To address this procedure, it is necessary to clarify how to satisfy constraints \(C_5 - C_7\) within the LSTM-based RNN. During the iterative process of the SGD algorithm, the first step involves utilizing a pre-trained neural network model to calculate the sum rate corresponding to the initial location of the drone. Following that, we compute the gradient of the rate with respect to the location, and update the location based on the learning rate and the gradient. After updating the position, a subroutine is invoked to constrain the 3D position of the drone (i.e., to satisfy constraints \(C_5 - C_7\)), ensuring that it always remains within the specified range. Subsequently, we recalculate the sum rate. Finally, we need to check that the maximum number of iterations is reached. More precisely, from a program execution point of view, this process includes the following steps. Step 1: We need to check if the horizontal location \(x\) is out of bounds. If \(x < x_{\text{min}}\), we set \(x = x_{\text{min}}\), and if \(x > x_{\text{max}}\), we set \(x = x_{\text{max}}\). Step 2: We need to check if the longitude location \(y\) is out of bounds. If \(y < y_{\text{min}}\), we set \(y = y_{\text{min}}\), and if \(y > y_{\text{max}}\), we set \(y = y_{\text{max}}\). Step 3: We need to check if the vertical location \(z\) is out of bounds. If \(z < z_{\text{min}}\), we set \(z = z_{\text{min}}\), and if \(z > z_{\text{max}}\), we set \(z = z_{\text{max}}\). The mentioned process is repeated until the optimal deployment is achieved. In summary, the drone’s position is updated during each iteration of the SGD algorithm,
and position constraints are applied after each update. Through this process, the designed deployment optimization policy ensures that the 3D position of the drone satisfies the constraints C5–C7.

Then, we employ the SGD algorithm to address P4 [34]. For the deployment optimization, we initially set the drone’s initial position and normalize the position to satisfy the data input requirements of the aforementioned neural network model. Next, we employ the trained neural network model to predict the sum rate corresponding to the current position. Following this, we calculate the gradient of the rate with respect to the position and update the drone position based on the learning rate and gradient magnitude. Through repeated iterations, we gradually optimize the drone position to maximize the sum rate. Ultimately, when the iteration is over, we output the optimal drone 3D deployment that results in the maximum sum rate. The proposed deployment optimization algorithm is summarized in Algorithm 2. In Algorithm 2, the parameter “learning_rate” represents the learning rate of the SGD algorithm, the parameter “iterations” represents the total number of iterations, the parameter “gradient” represents the partial derivative of rate with respect to the 3D location, which can be regarded as a vector, and the parameter “epsilon” represents the control parameter of learning rate, which can be used to adjust the step size of each gradient update.

Algorithm 2 Deployment optimization algorithm

1: Initialize learning_rate, iterations, gradient, and epsilon.
2: Generate the initial position \( \psi_U \) randomly.
3: Standardize the position \( \tilde{\psi}_U \).
4: for \( i = 1; i \leq \text{iterations}; i++ \) do
5: Calculate rate = predict(net, \( \tilde{\psi}_U \)).
6: Renew gradient = (0, 0, 0).
7: for \( j = 1; j \leq 3; j++ \) do
8: Record the temporary variable \( \beta = \tilde{\psi}_U \).
9: Calculate the \( \beta(j) = \beta(j) + \epsilon \).
10: \( R = \text{predict(net, } \beta) \).
11: gradient(j) = \( (R - \text{rate})/\epsilon \).
12: end for
13: Renew the position \( \tilde{\psi}_U = \tilde{\psi}_U + \text{learning_rate} \times \text{gradient} \).
14: rate = \text{predict(net, } \tilde{\psi}_U) \).
15: end for
16: Denormalized \( \tilde{\psi}_U \).
17: Output the optimal spatial position of the drone.

4.3. Complexity Analysis

In this section, we analyze the time complexity of iterative optimization. In Section 4.1, since the time complexity is determined by the Hungarian algorithm, its time complexity is \( O(\text{num\_CEU} \times \text{num\_spectrum}) \). In Section 4.2.1, the time complexity depends on the size and training options of the LSTM-based RNN model. Thus, its time complexity is \( O(\text{num\_parameter}(1 + \text{epoch} \times \text{num\_sample})) \), where \( \text{num\_parameter} \) is the number of parameters, and epoch is the maximum number of training runs. In Section 4.2.2, since the time complexity of Algorithm 2 is mainly dominated by steps 4 and 7, its time complexity is \( O(\text{num\_CEU} \times \text{num\_spectrum}) + O(\text{num\_parameter} \times (1 + \text{epoch} \times \text{num\_sample})) + O(3 \times \text{iterations}) \).

5. Simulation Results

In this section, we evaluate the performance of the presented QoS-driven sum rate maximization scheme via simulations. We compare it with the state-of-the-art works and benchmark scheme. The state-of-the-art works are Hu et al.’s scheme [14], He et al.’s scheme [15], and Mirbolouk et al.’s scheme [16]. In the benchmark scheme, the drone
communicates directly with $M$ CEUs. According to [15,21,35], the major simulation parameters are listed as follows, i.e., $M = [0,30]$, $N = 50$, $H_B = 100$ m, $x_{\text{max}} = y_{\text{max}} = 1000$ m, $x_{\text{min}} = y_{\text{min}} = 20$ m, $z_{\text{min}} = 3$ m, $z_{\text{max}} = 300$ m, $\sigma^2 = -174$ dBm/Hz, $P_B = 4$ Watt, $P_U = 0.5$ Watt, $f_c = 3.5$ GHz, and $R_{\text{QoS}}^m = 1$ bps/Hz. Additionally, the drone coverage radius is 100 m.

Figure 5. Performance evaluation [14–16].

Figure 5a plots the sum rate versus the drone position. We can find that the performance of our proposed scheme using the NOMA-and-DF-enabled relay protocol is better than that using the OMA-and-DF-enabled relay protocol (i.e., Hu et al.’s scheme). This confirms the effectiveness of integrating NOMA into the DF relay protocol. Additionally, by observing the benchmark scheme, we know that if the relaying drone is not used in PDEComs, the minimum QoS requirement of CEUs may not be satisfied. Figure 5b shows the sum rate versus the number of CEUs. It can be observed that the sum rate increases with the number of CEUs in drone-and-NOMA-enhanced PDEComs. In particular, our proposed scheme has the highest sum rate regardless of the number of CEUs. Compared to He et al.’s scheme, Hu et al.’s scheme, and Mirbolouk et al.’s scheme, the sum rate can be increased by 9.72%, 16.02%, and 55.76%, respectively.

Figures 6a,b depict the comparison of running time with respect to the number of simulation runs under the different number of CEUs, where the running time is used as
the index of complexity comparison. It is observed that the time complexity of the three schemes is similar. In addition, when $M$ is increased from 15 to 30, there is no significant increase in running time. The above results are very beneficial for CEUs with limited resources in post-disaster scenarios. These simulation results also show the effectiveness of our proposed scheme from another side.

Figure 6. Complexity comparison [14,15].

Figure 7a shows the convergence of our scheme. We can find that our scheme can converge quickly, and the iteration number is about 41. This phenomenon shows that it is efficient to solve P1 by using iterative optimization. Moreover, based on Figure 7b, we investigate the performance gap caused by iterative optimization. In order to obtain the global optimal solution, we use the enumeration scheme. The performance gap is about 1.23%. This is because the design philosophy of decoupling P1 is dependent on the coordinate polling approach. Under this condition, optimality is lost. However, since the performance gap is minimal, it is reasonable and meaningful to apply our scheme to actual PDEComs.
6. Conclusions

This paper proposed the NOMA-and-DF-enabled relay protocol for PDEComs, and adopted the drone as the relay to improve the data rate of CEUs. On this basis, the QoS-driven sum rate maximization problem was formulated by jointly considering the drone 3D deployment optimization, spectrum allocation, and minimum QoS requirement. To tackle the formulated problem, we adopted the graph theory and LSTM-based RNN, respectively, to deal with the deployment optimization and spectrum allocation. Finally, the simulation results verified that the proposed scheme outperformed the state-of-the-art works and benchmark scheme in terms of the sum rate. Moreover, we analyzed the complexity from both theoretical and simulation aspects and studied the convergence and performance gap caused by iterative optimization via simulations.

As our future work, we plan to investigate emergency communication scenarios where multiple relaying drones collaborate to further expand the range of services. There are several aspects that deserve further study. (1) Collaborative control and path planning: How to achieve collaborative control among multiple relay drones to ensure effective cooperation
in completing communication tasks. (2) Communication protocols and data transmission: We can develop efficient communication protocols for multiple relaying drones, ensuring reliable data transmission. (3) Emergency communication algorithms and real-time optimization: We can research real-time algorithms for emergency communication to adjust drone task assignments and communication strategies based on real-time requirements and design decision-making algorithms for intelligent and timely responses to rapidly changing conditions in disaster scenarios. (4) Autonomous perception and obstacle avoidance technique: We need to propose obstacle avoidance techniques in complex environments to ensure safe drone operation in post-disaster scenarios and develop autonomous perception systems for multiple relay drones to avoid collisions and enhance aerial safety.
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