Complex Network Methods for Plastic Deformation Dynamics in Metals
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Abstract: Plastic deformation of DC04 steel is regarded as a nonlinear, complex, irreversible, and self-organized process. The stress–strain time series analysis provided the possibility to identify areas of (quasi-)elastic deformation, plastic deformation, and necking. The latter two regions are the most informative. The area of inelastic deformation is reflected by collective, self-organized processes that lead to the formation of pores, and finally, the development of microcracks and a general crack as the cause of sample failure. Network measures for the quantitative assessment of the structural deformations in metals are proposed. Both spectral and topological measures of network complexity were found to be especially informative. According to our results, they can be used not only to classify the stages of plastic deformation, but also, they can be applied as a precursor of the material destruction process.
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1. Introduction

A challenging frontier in physics concerns the study of complex systems. In 2000, Stephen Hawking, in response to a question about the way that science is developing, replied: “I think the next century will be the century of complexity”. He was pointing towards the increasing importance of a set of scientific ideas that emerged at the beginning of 1980s that allow us to find order within highly complex, interconnected systems, such as the weather, traffic movement, the stock market, and the ecosystem [1,2]. One of the creators of the modern theory of complex networks, referring to the analysis of Web of Science data for more than 100 years, demonstrated the rapid growth and increase in multidisciplinary physics—a century of physics [3,4]. Combining these practically realizable forecasts today, we can assume that the current century is the century of the physics of complex systems.

Complexity and quantitative measures of complexity have long been of interest to researchers. Many fundamental results in this area were obtained in the works of A. Kolmogorov [5], P. Anderson [6], I. Prigogine [7], M. Hell-Mann [8], and G. Parisi [9]. The most crucial characteristics of complex systems are listed in the definitions of complexity that are now in use: nonlinearity, feedback, spontaneous order, robustness and lack of centralized control, emergence, hierarchical organization, and numerosity. These characteristics distinguish complex systems from other simple systems, but they are neither required nor sufficient for a system to be classified as a complex system [10]. Complex systems are made up of several microscopic parts that interact with one another in complicated ways.
Many real-world systems can be viewed as complex systems where the interactions between the pieces, rather than the individual parts, contain crucially significant information. Complex systems are characterized by specific time-dependent interactions among their many constituents. As a consequence, they often manifest rich, nontrivial and unexpected behavior [3].

There are significant challenges in formal modeling and simulation of complex systems [11]. A network paradigm can be used to depict a complex system because it typically consists of numerous components and their interactions, and these components can be presented as nodes and interactions between them as links [12]. Real-world systems can be greatly simplified by complex networks, which can also maintain the crucial details of the interaction structure that underlies complex emergent phenomena. This makes the complex network an excellent tool for studying complex systems [13,14].

Particularly successful was the approach associated with the use of complex network methods to characterize dynamic systems based on time series [15,16]. Although nonlinear time series analysis and complex network theory are both widely regarded as well-established fields of complex systems sciences closely related to nonlinear dynamics and statistical physics, the combination of the two approaches has emerged as an active area of nonlinear time series analysis and has produced fundamental findings regarding the structural organization of nonlinear dynamics as well as successfully addressing numerous applications from a wide range of fields [17,18]. New fundamental ideas of the complex network theory approaches allow obtaining new results not only in the field of nonlinear analysis of time series, but also in traditionally physical areas of science and applications: percolation on networks [19], critical phenomena, phase transitions, coevolution [20], etc.

Although over the past decade networks have become the paradigm for modeling complex systems, nevertheless, as simple collections of nodes and connections, they are inherently limited by pairwise interactions, which in turn limits our ability to describe, understand, and predict complex phenomena resulting from interactions of a higher order. Therefore, a new framework for modeling higher-order systems has recently been proposed, where hypergraphs and simplicial complexes are used to describe complex interaction models between any number of agents [21,22].

One of the fundamental problems of physical materials science is the explanation of the complex regularities observed in the experiment for the emergence and development of defect structures that form during the plastic deformation of a material. A deformable material is a complex dynamic system in which, under the influence of an external load, the material is transferred to a state far from thermodynamic equilibrium. This leads to the development of dissipative instabilities in the system, leading to the formation of various types of inhomogeneous defect structures, including dislocation structures. Plastic deformation of metals is spatially inhomogeneous and discontinuous in time due to the discrete nature of plasticity carriers—lattice dislocations [23]. The discreteness of dislocation processes is the root cause of local fluctuations in stresses and strains. However, a typical stress–strain curve taken with the accuracy of modern equipment turns out to be smooth. The reason for this is that the global stress–strain curve is the result of averaging over the deformed volume and time, and as such does not reveal the discontinuity of plastic flow.

2. Analysis of Previous Studies

Network science is an extensive, interdisciplinary research area that covers many other disciplines—computer science, mathematics, social sciences, and, especially, physics. For the last several decades, many studies have been devoted to the granular materials in which the evolution of discrete, macroscopic particles leading to many interesting consequences give interesting insights. Further obtained results and conclusions find their applicability for other heterogeneous materials and the analysis of their response to different external perturbations.

Paradopolulos et al. [24] devoted a review study on the network-based approaches for studying heterogeneous architectures of granular materials across different temporal and time scales in complex systems. They studied the diverse set of network-based approaches...
that could give new insights about their underlying physics. They also outlined a few open questions and highlighted especially promising directions in the analysis of granular materials and their networks.

In the next paper [25], the authors extended graph-theoretic approaches by utilizing multilayer networks for quantification of the progression of mesoscale structure in compressed granular materials. Considering particles of a quasi-two-dimensional aggregate of photoelastic disks as nodes of a network and the interconnections between them as edges, they constructed a multilayer system of linked static forces that existed at each strain step. By using the generalization of the community detection method, researchers extracted the inherent mesoscale structure from the system. Both normal and tangential forces were considered, and it was found that those forces displayed different progression throughout compression. They also found that the considered approach was able to distinguish a subsystem of low-friction particles within a bath of higher friction particles by using the multilayer network of tangential forces. Thus, it can be seen that multilayer networks represent significant prospects for the classification and comparison of systems under different external conditions.

Giusti et al. [26] demonstrated the utility of a trio of related but fundamentally distinct measurements of the mesoscale structure of force chains in two-dimensional packings and statistics derived with the usage of tools from algebraic topology which, in combination, provided a toolset for the analysis of force chain architecture with pressure. The described methods could be generalized to three-dimensional packings and the analysis of the deformations of packings under stress or strain.

Walker et al. [27] analyzed the time series of a proxy for granular friction of photoelastic disks sheared by a rough slider pulled along the surface with the usage of complex systems methods. Nonlinear surrogate time series methods presented that the stick-slip behavior was much more complex than a periodic dynamic description. Using the phase space reconstruction method, they presented that the dynamics could be locally captured within 4–6 dimensional subspaces. Also, the phase space networks of the slider time series, constructed by connecting nearby phase space points, were tested. This technique provides interesting perspectives for capturing key features of the dynamics.

In this study [28], a random graph process was used to model the formation of a molecular network from multifunctional precursors. Their approach did not account for the spatial position of the monomers explicitly. However, they derived Euclidian distances between monomers from their topological information. According to their conclusions, the model can be applied to large time scales. The model can predict the phenomena of structural inhomogeneity, gelation, microgelation, and conversion-dependent reaction rates. The analysis of the size distribution, crosslink distance, and gel-point conversion is derived from the resulting nonhomogeneous network. Moreover, authors used new community descriptors for the molecular simulation that could be especially useful when explaining the evolution of the gel as being a single molecule.

Tordesillas et al. [29] devoted their study to the complex network approaches for analyzing X-ray micro-CT measurements of grain kinematics in Hostun sand under triaxial compression. They found that the network nodes with the least mean shortest path length or highest relative closeness centrality resided in the region where the persistent shear band ultimately developed. The network communities’ borders that reflected the shear band’s boundaries and thickness provided corroborating evidence of early detection of strain localization. Their results provide higher possibility of early-stage identification of the formation and the location of the persistent shear band, well before peak shear stress. The robustness of the results was confirmed by the grain-scale digital image correlation strain measurements and statistical tests.

Karapiperis and Andrade [30] revealed the interplay between the topological, kinematic, and force signature of the processes of self-organization in dry granular systems. They identified communities of similar topology, kinematics, and kinetics of those processes
using Level-Set Discrete Element simulations of an in situ triaxial compression experiment and complex network methods.

Zhang et al. [31] proposed a new feature extraction model of vibration signals for bearing fault diagnosis based on the approach that allows to reconstruct a network of a particular system from its time series (visibility graph). They extracted 15 visibility graph features from the binary matrix using the toolkit of the complex network theory and image processing methods. The visibility graph model presented the highest accuracy score compared to other models presented in the study. Inspired by the visibility graph method, Mohebian et al. [32] proposed a new meta-heuristic optimization algorithm for identifying structural damage, called visible particle series search. Their results demonstrated high accuracy, reliability, and computational efficiency of the proposed algorithm.

Walker et al. [33] studied plastic deformation in a plain strain compression test of a dense sand specimen using functional networks. Using digital image correlation, they obtained kinematic information for the deforming material. Also, by applying two types of complex network with different connectivity rules establishing links between the network nodes, those images were summarized. Each network provided useful information about plastic deformation and nonaffine kinematical processes emerging within the material.

Meng and Terentjev [34] theoretically investigated the mechanical response of a transient network, which was characterized by dynamically breaking and re-forming crosslinks, and accounted for the finite chain extensibility. They built the general theory that incorporated the widely accepted empirical model of hyper-elastcity at large deformations (the Gent model) and naturally included the microscopic behavior of transient crosslinks under the local tension applied to them.

Ghaffari and Young [35] analyzed with the functional networks the evolution of shear rupture fronts in laboratory earthquakes. They showed that the mesoscopic characteristics of functional networks carried the characteristic time for each phase of the rupture evolution. According to the applied approach, the classified rupture fronts in network states presented a clear separation into three main groups, indicating different states of rupture fronts.

Despite numerous experimental and theoretical works in the field of elastic-plastic destruction of metals, they are far from being completed. This is especially true in the field of plastic deformation, where sometimes diametrically opposite points of view are considered. For example, in the article of Zuev et al. [36], an autowave approach is proposed. Vinogradov et al. [37] proposed a dislocation model of deformation of materials. Among the fundamental theoretical studies, one can single out a paper in which the multilevel dynamics of transformations of defective structures in the process of plastic deformation is considered [38]. However, with all the fundamental and theoretical rigor, it was not possible to quantitatively describe the hierarchical picture of the processes of transformation of defective structures. Our proposed approach is a completely new look at the old problem and, as follows from the results obtained below, allows us to quantitatively separate the main phases of the deformation and destruction of metals and, in addition, to establish signals for early diagnosis of catastrophic processes of material destruction. Early identification and prediction of destructive processes during plastic deformation of metals are some of the most difficult tasks in materials science. From the presented analysis of previous works, it can be seen that although there are certain advances in this area, there is still quite a lot of work. It can be seen that the theory of complex networks has found application in various studies, but here we would like to present the possibility of constructing indicators (indicators-precursors) of the current (further) state of plastic deformation during the strain of metal.
3. Materials and Methods

We analyze the complexity of the stress–strain curve time series $\sigma(\epsilon)$ for DC04 steel with a working part length of 0.05 m, a width of 0.02 m, and a tensile rate of 0.06 m/s (see Figure 1). DC04 is a highly recommended material for interior and external vehicle parts due to its inherent benefits over other steels. When rigidity, strength, and ductility are crucial factors, it is employed in deep drawing and bending processes [39]. The $\sigma$ value, as well as its combinations, such as $\epsilon/\sigma$, $\epsilon/\sigma|$, returns of $\epsilon/\sigma - ret(\epsilon/\sigma)$ (see Equation (1)) are subject to fluctuations, which contain important information about the dynamics of micromechanisms in the process of destruction. Empirical analysis of these time series made it possible to single out $\epsilon/\sigma$ as the most informative time series.

![Figure 1](image-url). The dynamics of the initial stress–strain curve across time and its standardized returns. Dotted lines separate the stress–strain curve into three stages. Arrows point out the stage of the transition from elastic to plastic deformation and the stage of fracture in the time series of returns.

All of the presented measures were calculated with the sliding window approach [40–49]. In accordance with the technique, we emphasize the fragment of predetermined length in which the computation of the relevant measure is obtained. The series is then moved forward in time by a predetermined time step, and the process is repeated until all of the series’ elements have been used. We may examine changes in system complexity by comparing the estimated measure of complexity and the actual time series of the stress–strain curve. All of the presented measures are calculated with the window size $w = 250$ and step size $h = 5$ that corresponds to the separation between each window.


When investigating complex systems using graph-based approaches, it is important for us to have both quantitative and qualitative results of our research. Section 5 presents not only the comparative dynamics of indicators along with the stress–strain curve, but also the “visibility relationships” of the values of the series under study based on approaches such as the visibility graph (VG) and the recurrence plot (RP) that are described later. A graph representation with the degrees of connection of each node is also presented, relying on each of the approaches. We found that the standardized “returns” of the studied series reflect the self-organized dynamics of this series (visibility connections, graph-based representation) in the most efficient way. The returns of the series can be defined as

$$G(t) = \ln x(t + \Delta t) - \ln x(t) \cong [x(t + \Delta t) - x(t)]/x(t)$$

(1)
for \( t = 1, \ldots, N - 1 \). Here, \( N \) is length of the initial time series, \( \Delta t \)—time lag (in our case \( \Delta t = 1 \)). The standardization is expressed as \( g(t) \equiv [G(t) - G]/\Omega \), where \( \Omega \) stands for the standard deviation of \( G \); \( \langle \cdots \rangle \)—average over the time period under study.

While VG does not have the dependence on any parameters for its estimation, recurrence network relies on such ones as embedding dimension \( d_E \), time delay \( \tau \), and recurrence threshold \( \varepsilon \). When we analyze a time series of the real world, neither \( d_E \) nor \( \tau \) are known. One of possible approaches for obtaining desirable \( d_E \) is the false nearest neighbors (FNN) method [50]. For choosing \( \tau \), we can use either the first root of the auto-correlation function (ACF) or the first minimum of the time-delayed mutual information [51]. Empirically, we have chosen \( d_E = 3 \) and \( \tau = 1 \).

The choice of the recurrence threshold parameter has been extensively studied in the literature [52–55]. Often, the decision of selection of the recurrence threshold depends on the data analyst himself and his understanding of the system being studied. Choosing \( \varepsilon \to 0 \), will cause our network to be very sparsed. If \( \varepsilon \to 0 \), the network will be highly connected. Studying the dynamics of the stress-strain curve with the sliding window procedure, we need \( \varepsilon \) to be adaptable to the structure of the studied subspace of the system. Starting the selection of \( \varepsilon \) from very large values will cause a high dense edge distribution of the network. Such a large amount of less important interconnected nodes will hide all feasible information about the studied system. The necessary information is best preserved when the threshold is sufficiently small, whereas the choice of sufficiently large \( \varepsilon \) would be effective for dealing with noise [56]. It is worth considering that the studied series is not smoothed: the transition from elastic to plastic deformation and the stage of fracture have very high rises and falls in the fluctuations of their initial values and returns. This can break the connections between different components of the series since the distance between points that characterize those stages and the points of other areas would exceed \( \varepsilon \) [57]. These unconnected components would make the shortest path length \( l_{ij} = \infty \) that would cause problems with the computation of some graph-based indicators.

Different studies were proposed for obtaining adequate value of \( \varepsilon \) [58–60]. We have simplified the procedure for choosing the threshold parameter. In this study, we are interested in selecting optimal \( \varepsilon \) that would make the whole network connected despite the studied structure of a particular fragment (window). Here, we start with the sufficiently small threshold (in this case, \( \varepsilon_{\text{init}} = 0.1 \)). After the initialization, we increase its value by a predefined increment value \( \Delta \varepsilon \) (in this case, \( \Delta \varepsilon = 0.1 \)). Increment of the recurrence threshold occurs until the graph is considered connected. The obtained value serves for further computations.

4. Network Measures of Complexity

A complex network is often represented as a graph \( G = (V, E) \) which consists of two sets, \( V \) and \( E \), where \( V \) is the set of vertices (nodes or points) of \( G \) that may represent the price of a stock or, as in our case, the stress applied to the material; and \( E \) is the set of edges (links or lines) representing pairs of connected elements of \( V \) [61]. The studied vertices are indexed as \( i = 1, \ldots, N \), where \( N \) is the number of the vertices in \( G \). A particular edge in a studied graph, \( e_{ij} \in E \), can be represented (identified) by pair \((i, j)\). A graph \( G \) is called undirected if \((i, j) \in E \Leftrightarrow (j, i) \in E \). For a directed graph, the opposite relation is true. Also, a graph may contain loops, where an edge that goes from a vertex returns to itself. The connectivity of a graph can be reflected by the adjacency matrix \( A = (A_{ij})_{N \times N} \). If vertices \( i \) and \( j \) are connected by an edge \((i, j)\), then these vertices are called adjacent and \( A_{ij} = A_{ji} = 1 \). In the opposite case, \( A_{ij} = A_{ji} = 0 \).
4.1. Visibility Graph Representation

The VG considers simple mapping from the time series to the network domain. For a given time series \( \{ x_i \mid i = 1, \ldots, N \} \), we link two vertices \( x_i \) and \( x_j \) by an edge \((i, j)\) if the following condition is applied [62,63]:

\[
x_k < x_j + (x_i - x_j) \frac{(t_j - t_k)}{(t_j - t_i)}, \quad \text{for } t_i < t_k < t_j.
\]

(2)

The adjacency matrix \( (A_{ij}) \) of the following VG can be written as

\[
A_{ij} = \prod_{k=i+1}^{j-1} \mathcal{H}(x_k < x_j + (x_i - x_j) \frac{(t_j - t_k)}{(t_j - t_i)}).
\]

(3)

where \( \mathcal{H}(\cdot) \) is the Heaviside function.

A horizontal visibility graph (HVG) provides a simplified version of the VG approach. Luque et al. [64] proposed to consider the same set of vertices as in the VG. However, the set of edges has to fulfill the horizontal visibility criterion:

\[
x_k < \min(x_i, x_j), \quad \text{for } t_i < t_k < t_j.
\]

(4)

The adjacency matrix \( (A_{ij}) \) of the HVG has the following form:

\[
A_{ij} = \prod_{k=i+1}^{j-1} \mathcal{H}(x_i - x_k) \mathcal{H}(x_j - x_k).
\]

(5)

Since the HVG is a subgraph of the VG with the same vertex set, VG and HVG capture essentially the same properties of the system under study. However, according to the criterion described by Equation (4), the HVG possesses restrictive visibility compared to the classic VG; i.e., the set of edges associated with the HVG is a subset of the VG. Since the HVG has a smaller number of edges, it increases demand regarding the length of the studied fragment. Another difference that distinguishes the horizontal graph in comparison with the classical one is that it mostly captures short-range dependence of the system, while the visibility according to Equation (2) captures both short- and long-range correlations among the values of a series. This criterion is especially important when studying the complex, nonlinear, and self-organized dynamics of the destruction of materials. Thus, in our analysis, we will rely on the classical VG.

4.2. Recurrence Plots and Networks

Recurrence of states (trajectories) is a key characteristic of chaotic, nonlinear, and deterministic systems, where the observed trajectories after some time become arbitrarily similar to the preceding ones [65,66]. A recurrence plot (RP) is the visualization of recurrences from the set of (original or reconstructed) state vectors that represent a discrete sampling of the trajectory of the underlying system (for example, the chaotic attractor of a dissipative system) [55,67]. The recurrence matrix \( R(\epsilon) \) of RP is defined as

\[
R_{ij}(\epsilon) = \mathcal{H}(\epsilon - \| \vec{X}(i) - \vec{X}(j) \|),
\]

(6)

where \( \| \cdot \| \) can be any norm in phase space (in our case, it is a Euclidean norm). A threshold parameter \( \epsilon \) determines whether two state vectors are close or not. By using a two-dimensional graphical representation of an RP, we may examine the recurrences of the \( m \)-dimensional phase space trajectory. Black and white dots represent recurrent and non-recurrent pairs of vectors, respectively.
Reinterpreting the mathematical structure of $R(\varepsilon)$ as the adjacency matrix $A$ of an adjoint complex network embedded in phase space is a critical component of the recurrence network technique. The recurrence adjacency matrix can be presented as

$$A(\varepsilon) = R(\varepsilon) - I,$$

where $I$ is the identity matrix. The complex network defined this way is called $\varepsilon$-recurrence network (RN). Since $R(\varepsilon)$ represents the recurrence states of the system symmetrically with respect to the diagonal line, $A(\varepsilon)$ captures its symmetry properties. Therefore, the recurrence network is a complex network without multiple edges and loops since all diagonal elements of $A(\varepsilon)$ are assigned to zero (according to Equation (7)).

Following the notion of the recurrence network, its shortest path length $l(\varepsilon)_{ij}$ denotes a minimum number of edges between two state vectors $\vec{X}(i)$ and $\vec{X}(j)$ in mutually overlapping $\varepsilon$-balls. In the same manner can be characterized other quantitative measures of network complexity, such as density, local clustering coefficient, closeness, efficiency, betweenness, etc.

### 4.3. Spectral Characteristics

The spectral graph theory of graphs is based on the study of graph properties through eigenvalues or eigenvectors of the adjacency matrix $A$ or Laplacian matrix $L$ [68].

The standard Laplacian matrix of $G$ is defined as

$$L = D - A,$$

where $D$ is a diagonal matrix of $G$ with its $i$-th diagonal element being the degree of a node $i$ in $G$ [69], and $A$ is an adjacency matrix of $G$. In our study, we present spectral-based characteristics for the normalized Laplacian matrix of $G$ [70], which is defined as

$$\mathcal{L} = D^{-1/2}LD^{-1/2}$$

If $\lambda$ is an eigenvalue of $\mathcal{L}$, then $\lambda \in [0, 2]$ [68]; i.e., by normalizing the Laplacian matrix, we normalized its eigenvalues.

Studying the eigenvalues of the Laplacian matrix, one of the main characteristics that we can derive is algebraic connectivity $\lambda_2$ of a graph, which corresponds to the second smallest eigenvalue of the Laplacian matrix. This index reflects the number of disconnected components. For the disconnected graph, $\lambda_2$ would be equal to zero. Therefore, with the higher density of connection we would expect $\lambda_2$ to be larger. Using it, we could say how fault tolerant is the studied system presented and how synchronized remained its nodes.

From the eigenvalues of the adjacency matrix $A$ of $G$, we can define such measures as the energy of the graph $E(G)$ [71,72], which is computed as

$$E = E(G) = \sum_{i=1}^{N} |\lambda_i|.$$  

(10)

Similar to $\lambda_2$, we have a completely disconnected graph when $E(G) = 0$. For each $\lambda_i > 0$, there exist many edges $e_{ij}$ that define high and efficient connectiveness of $G$.

Ranging the eigenvalues of the adjacency matrix of $G$ in non-decreasing order, i.e., $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n$, we can define such measures as the spectral gap:

$$\delta = \delta(G) = \lambda_n - \lambda_{n-1}$$

for which $\lambda_n$ is the first largest eigenvalue of $\mathcal{L}$, and $\lambda_{n-1}$ is the second one. The spectral gap provides the rate of synchronization in the studied network. The larger it is, the more interconnected are the vertices and the more complex is the graph.
Except the measures above, we can define such measures as the spectral radius, which is the largest absolute value of the eigenvalues of $A$:

$$R = R(G) = \max_{1 \leq i \leq N} |\lambda_i|. \quad (12)$$

Jun et al. [73] proposed to measure an “average eigenvalue” of the graph adjacency spectrum of $G$. It was proposed to call it the natural connectivity or natural eigenvalue:

$$N_c = N_c(G) = \ln \left( \frac{1}{N} \sum_{i=1}^{N} e^{\lambda_i} \right). \quad (13)$$

Obviously, $\lambda_1 \leq N_c(G) \leq \lambda_n$. Estrada [74] and Wu et al. [75] presented that Equation (13) provides a sensitive and robust measure of the firmness of the network.

The last spectral measure of complexity that we would like to present in this paper is the $k$-th spectral moment. For a non-negative integer $k$, the $k$-th spectral moment of the adjacency spectrum is defined as

$$m_k = m_k(G) = \sum_{i=1}^{N} \lambda_i^k, \quad (14)$$

where $m_k$ is equal to the number of closed walks of length $k$ [76]. The number of closed walks is an important index for measuring the complexity of the system. As was reported by Wu et al. [75], using the number of closed walks of all length, we can measure the graph’s complexity and redundancy of alternative shortest paths. Therefore, larger values of $m_k$ corresponds to the higher complexity of the network. For further computations, we have chosen $k = 3$.

### 4.4. Topological Characteristics

There are many ways to quantify the significance of a vertex or an edge in terms of a certain network attribute, reflecting in such a way the topology of a complex network.

#### 4.4.1. Centrality

The degree or degree centrality is the conceptually simplest metric for describing the connection characteristics of a single vertex in a complex network. It can be presented as

$$d_i = \sum_{j=1}^{N} A_{ij}, \quad (15)$$

where $d_i$ counts the number of $j$-th edges that are incident to the vertex $i$.

Except a degree of a particular node, we can define a vertex with the highest number of the incident edges and define it as $D_{max}$:

$$D_{max} = \max \{d_i | i = 1, \ldots, N\}. \quad (16)$$

In the network, the distance $l_{ij}$ between node $i$ and node $j$ denotes the number of edges that connect the shortest path between these two nodes. Relying on the concept of the shortest path length between two nodes, we can provide different properties that characterize the connectivity of the entire network. One such measure is closeness or closeness centrality between vertex $i$ and all other vertices:

$$c_i = \frac{N - 1}{\sum_{j=1}^{N} l_{ij}}, \quad (17)$$

which give us the inverse mean over all shortest path lengths from $i$ to all vertices $j$. 

The arithmetic mean of the closeness centrality for each \(i\)-th node gives us the global closeness centrality:

\[
C = \frac{1}{N} \sum_{i=1}^{N} c_i,
\]

Marchiori and Latora [77] proposed a measure similar to (17), which is called the harmonic centrality. For a given node \(j\), it can be defined as

\[
H_{cj} = \frac{1}{N} \sum_{i=1, i \neq j}^{N} \left( l_{ij} \right)^{-1},
\]

where \( \left( l_{ij} \right)^{-1} = 0 \) if there is no path between nodes \(i\) and \(j\). The global harmonic centrality \(GHC\) can be found as the arithmetic mean of harmonic centralities for each node \(j\).

Another frequently studied path-based vertex characteristic is the betweenness or betweenness centrality, which measures the fraction of all shortest paths in a network that transfer from \(i\) to \(j\) through a node \(k\). For the total number of shortest paths between vertices \(i\) and \(j\) denoted as \(\sigma(i, j)\), and shortest paths transferring a given vertex \(k\) \(\sigma(i, j | k)\), betweenness centrality can be defined as

\[
b_k = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1, j \neq k}^{N} \frac{\sigma(i, j | k)}{\sigma(i, j)}.\]

To measure the overall flow of information that passes through each node \(k\), we measure global betweenness centrality, which acts as the arithmetic mean of all betweenness centralities:

\[
B = \frac{1}{N} \sum_{i=1}^{N} b_i.\]

In our case, it will characterize the importance of vertices for information propagation during each stage of the destruction.

The suggestion for identifying the centrality of any node \(i\) is to first determine its informational connectivity with other nodes; i.e., \(\{I_{ij} \mid j = 1, \ldots, N\}\). The harmonic average of the information relevant to the path from node \(i\) to other nodes will be used to define the information centrality of node \(i\). Particularly, if \(I_i\) is related to the centrality or information of node \(i\), then

\[
T_i = \left( \frac{1}{N} \sum_{j=1}^{N} \frac{1}{I_{ij}} \right)^{-1}.\]

According to Stephenson and Zelen [78], the information centrality can be calculated by inverting a simple matrix. First of all, we define the \(N \times N\) matrix \(B = \{b_{ij}\}\), where

\[
b_{ij} = \begin{cases} 0 & \text{if nodes } i \text{ and } j \text{ are adjacent} \\ 1 & \text{otherwise} \end{cases}
\]

and \(b_{ii} = 1 + d_i\), where \(d_i\) is the degree of node \(i\).

Next, by defining the matrix \(C = \{c_{ij}\} = B^{-1}\), we can estimate \(I_{ij}\) according to the equation below:

\[
I_{ij} = \frac{1}{c_{ii} + c_{jj} - 2c_{ij}}.
\]

The term \(\sum_{j=1}^{N} 1/I_{ij}\) in Equation (22) can be rewritten as

\[
\sum_{j=1}^{N} c_{ii} + c_{jj} - 2c_{ij} = Nc_{ii} + T - 2R,
\]
where \( T = \sum_{j=1}^{N} c_{jj} \) and \( R = \sum_{j=1}^{N} c_{ij} \).

Thus, the information centrality of a node \( i \) can be written as

\[
I_i = \left[ \frac{1}{N} (Nc_{ii} + T - 2R) \right]^{-1} = \left[ c_{ii} + \frac{(T - 2R)}{N} \right]^{-1}.
\] (25)

In a similar way, for measuring the overall (global) network information centrality, we consider the arithmetic mean of the local information centrality:

\[
I = \frac{1}{N} \sum_{i=1}^{N} I_i.
\] (26)

4.4.2. Average Shortest Path Length

Paying attention back to the shortest path length between two vertices \( i \) and \( j \), we can define such measures as the average shortest path length:

\[
L = \frac{1}{N(N-1)} \sum_{i \neq j} l_{ij}.
\] (27)

4.4.3. Measures of Clustering

In order to characterize the density of connections among the neighbors of a given vertex \( i \), we can utilize the local clustering coefficient:

\[
C^3_i = \frac{\sum_{k,j=1}^{N} A_{ik}A_{kj}A_{ji}}{d_i(d_i-1)}.
\] (28)

where the numerator denotes the number of observed closed triangles with the node \( i \).

As stated previously, we can consider the arithmetic mean of the local clustering coefficient and define its global quantity—global clustering coefficient of triangle clusters (cliques) [79]:

\[
C^3 = \frac{1}{N} \sum_{i=1}^{N} C^3_i.
\] (29)

which measures the mean tendency of a system to form clusters (cliques) with the triangle structure.

In the case of a very heterogeneous degree, i.e., scale-free networks, where only a few vertices have high degree and others have small \((d_i < 2)\), small-degree nodes will participate predominantly in the calculation of the local clustering coefficient, which can lead to an underestimation of triangle cliques in a network. Barrat and Weigt [80] proposed an alternative approach to overcome such a problem, which is called the network transitivity [81]:

\[
T = \frac{\sum_{i,k,j=1}^{N} A_{ik}A_{kj}A_{ji}}{\sum_{i,k,j=1}^{N} A_{ik}A_{ji}}.
\] (30)

In real-world networks, we may encounter cases where the linked neighbors in a network may form different cliquishnesses (clustering forms). The classical local clustering coefficient that measures the probability of finding triangles usually corresponds to monopartite networks. However, they cannot be formed in bipartite networks [82,83]. The complex structures of monopartite, bipartite, and multipartite networks of the real-world system can lead to clusters of a much higher order.

Similarly to \( C^3_i \), which is the classic local clustering coefficient, it was proposed to quantify a cluster coefficient \( C^4_i \) [84] which corresponds to the probability of finding the
“squared” cluster, formed by neighbors of a node $i$. That is, that two neighbors of node $i$ share a common neighbor different from $i$. For each node $i$ it can be computed as

$$C_4^i = \frac{\sum_{k=1}^{d_i} \sum_{j=k+1}^{d_i} q_i(k,j)}{\sum_{k=1}^{d_i} \sum_{j=k+1}^{d_i} [a_i(k,j) + q_j(k,j)]}, \quad (31)$$

where $q_i(k,j)$ represents the number of observed squares; $a_i(k,j) = (d_k - (1 + q_i(k,j) + \theta_{ij})) + (d_j - (1 + q_i(k,j) + \theta_{ji}))$; $\theta_{ij} = 1$ if $k$ and $j$ are connected and 0 in opposite case [85]. Similarly to Equation (29), we can define the global clustering coefficient of squared clusters (cliques) as

$$C_4 = \frac{1}{N} \sum_{i=1}^{N} C_4^i. \quad (32)$$

4.4.4. Efficiency

The definition of small-world behavior according to Latora and Marchiori [77] can be given in terms of efficiency $E$ of the network. The efficiency $\epsilon_{ij}$ between vertices $i$ and $j$ is defined as $1/l_{ij}$. When $l_{ij} = \infty$ and, consistently, $1/l_{ij} = 0$, $i$ and $j$ are presented to be disconnected. According to the formalism of efficiency, it can be quantified for both global and local scales of $G$. Latora and Marchiori emphasized that $1/L$ and $C$ can be considered as the first approximations of global ($E_{\text{glob}}$) and local ($E_{\text{loc}}$) efficiencies.

The average (global) efficiency of $G$ can be defined as

$$E_{\text{glob}} = \frac{1}{N(N-1)} \sum_{i,j=1}^{N} (l_{ij})^{-1}. \quad (33)$$

For the most efficient graph, where the information is propagated adequately, $E_{\text{glob}}$ assumes its maximum value, and the minimum value for the opposite condition.

The local efficiency plays a role similar to the global clustering coefficient. The local efficiency $E_{\text{loc}}$ can be quantified as

$$E_{\text{loc}} = \frac{1}{N} \sum_{i \in G_i} E_{\text{glob}}(G_i), \quad (34)$$

where $G_i$ is the local subgraph of $G$, and $E_{\text{glob}}(G_i)$ characterizes the efficiency of this particular subgraph. In a similar way to the global clustering coefficient, $E_{\text{loc}}$ defines how fault tolerant is the studied system presented, i.e., how efficient is the transportation of the information between the first neighbors of $i$-th node when it is removed.

4.4.5. Connectivity

The density of a graph can help to define how densely populated with different edges is the graph presented. The higher it is, the larger is the connectedness of the studied graph. It can be calculated as

$$\rho = \frac{E}{E_{\text{max}}}, \quad (35)$$

where $E$ is the number of edges in $G$, and $E_{\text{max}} = N(N-1)/2$ is the maximum number of edges in a simple undirected graph.

4.4.6. Assortativity

The average degree of nearest neighbors $d_{nn}(d)$ for vertices of degree $d$ is another measure that is used to investigate the networks’ structure [86]. Since it can be expressed as $d_{nn}(d) = \sum_{d'} d' P(d'|d)$, where $P(d'|d)$ is the conditional probability that a given vertex with degree $d$ is related to a vertex of degree $d'$, this last quantity expresses the correlations between the degree of connected vertices [87]. In the absence of degree correlations,
$P(d'|d)$ does not depend on $d$ and neither does the average nearest neighbors’ degree; i.e., $d_{nn}(d) = \text{const}$ [86]. In the presence of correlations, the behavior of $d_{nn}(d)$ identifies two general classes of networks. If $d_{nn}(d)$ is an increasing function of $d$, vertices with high (low) degree have a larger probability to be associated with the higher (lower) degree vertices. This property is referred to in different fields of science as assortative mixing [88]. On the contrary, a decreasing behavior of $d_{nn}(d)$ defines disassortative mixing, in the sense that high (low) degree vertices have a majority of neighbors with low (high) degree.

The measure of such assortativeness or disassortativeness for neighbors of a particular vertex $i$ can be defined as the average degree connectivity (weighted average nearest neighbor degree):

$$d_i^{\text{wa}} = \frac{1}{s_i} \sum_{j=1}^{N} A_{ij}w_{ij}d_j,$$

where $s_i = \sum_{j=1}^{N} A_{ij}w_{ij}$ is the “strength” of node $i$; $A_{ij}$ is the element of an adjacency matrix $A$ of $G$; $w_{ij}$ is the weight of an edge $e_{ij}$ (in our case, $w_{ij} = 1$); $d_j$ represents degree of $j$-th neighbor.

In general, this equation measures the degree of attraction of neighbors with high or low degrees, regarding the magnitude of the actual interactions.

Another form of assortative mixing depends on one or more scalar properties of network vertices. For its computation, we define the matrix $e_{ij}$ that satisfies the sum rules:

$$\sum_{ij} e_{ij} = 1, \sum_{j} e_{ij} = a_i, \sum_{i} e_{ij} = b_j,$$

where $a_i$ and $b_j$ are the fraction of edges that start and end at vertices $i$ and $j$. By calculation of the Pearson correlation coefficient, we can define the degree of assortativity [88]. Thus, this assortativity coefficient is calculated as

$$r = \frac{\sum_{xy} xy(e_{xy} - a_xb_y)}{\sigma_a \sigma_b},$$

where $\sigma_a$ and $\sigma_b$ define the standard deviations of the distributions $a_x$ and $b_y$; $-1 \leq r \leq 1$, where $r < 0$ indicates higher disassortativity, $r > 0$ demonstrates higher assortativity, and $r = 0$ implies no assortativity between nodes.

4.4.7. Distance Measures

Notably, the shortest path length, which is the characteristics of a distance between studied vertices $i$ and $j$, can be used to characterize the overall size of a network. A quantity that defines the largest distance between node $i$ and any other node is called eccentricity:

$$\epsilon(i) = \max_j l_{ij}.$$  \hfill (38)

The size of a network can be characterized in terms of a diameter, which can be defined as

$$\text{diam} = \max_i \epsilon(i) = \max_j l_{ij}.$$  \hfill (39)

Thus, diameter is the largest (maximum) path length in the network. Therefore, we can define the smallest eccentricity of the studied network, which is called radius:

$$\text{rad} = \min_i \epsilon(i) = \min_j l_{ij}.$$  \hfill (40)

5. Results

Further, we would like to present the results of the computations according to the described methodology and graph-based measures. First, we would like to present the visibility relationships between the values of the stress–strain curve based on the approaches of the VG. Moreover, we have to see the graph-like topology of the most important self-organization processes during the stretching of the material: transition from elastic to plastic regime and the stage of fracture.
Figure 2 presents the visibility connections based on the VG approach during the stage of the transition from elastic to plastic regime and the graph representation of the studied fragment with the emphasized degree connection for each element of the series.

In Figure 2, we see that the studied transition has a high degree of visibility. The degree of connectivity between each element is presented to be ununiform. According to Figure 2a, only one of the highest elements has the highest degree of visibility (connectivity) among other units. We can conclude that this point “sees” all other elements in a predefined range (window). The graph representation presented in Figure 2b gives the same conclusion about the studied transition. The color bar of Figure 2b gives us the notion that one element among others has the degree of connection that exceeds more than a hundred different elements. Based on this, we can understand that during the transition to plastic deformation, certain kinds of effects appear that form a complex, self-organizing dynamics on all metal surfaces. This leads to further irreversible processes of deformation of the material.
In Figure 3 are presented the visibility connections and the graph representation based on the VG approach for the last stage of interest—the stage of fracture.

![Visibility Connections of \( \text{ret}(\epsilon/\sigma) \)](image)

In Figure 3a, we see that the dislocations that accumulate and lead to the fracture point are characterized by high visibility relation concentrated in several points before the total destruction of the material. In Figure 3b, we may see that one point is connecting two hubs (clusters) with a low degree of concentration. These clusters characterize periods before and after the highest point in the time series of the curve. The highest node is the linking point between these two clusters, which can serve as an indicator of highly self-organized dynamics before the crash. This is very similar to the first stage of interest.

The first and last stages of the system’s destruction remind us of the network model proposed by Barabási and Albert [89], for which the degree distribution \( P(d) \) is characterized by a heavy-tailed distribution—i.e., some vertices are highly connected while others have few connections—with the absence of a characteristic degree. The networks of such
systems have been called scale-free. The degree distribution for such systems follows a power law distribution:

$$P(d) = d^{-\gamma}.$$  

(41)

Further, we will see, except for a high degree of particular nodes, that these stages can be characterized by both a high-clustering coefficient and small average path length, compared to random graphs. The visibility connections and graph-based representation regarding the RP approach give a representation similar to the classical VG.

Next, we would like to present the comparative dynamics of the indicators (indicators-precursors) of the graph-based approaches described above along with the stress–strain curve. The presented indicators, as has already been described in Section 3, are calculated in accordance with the sliding window procedure in order to be able to track the change in the complexity of the system during the destruction of the metal. In Figure 4 are presented the spectral measures of complexity (in accordance with Section 4.3) based on the VG approach.

![Graph showing spectral measures of complexity](image)

**Figure 4.** The spectral measures of complexity based on the VG (a) and the RP (b) approaches for the stress–strain time series.
Figure 4 presents that the spectral indicators of complexity start to increase during the stages of interest—the transition from elastic to plastic deformation and the stage of fracture. Since all of them are based on the eigenvalues of the Laplacian matrix and the adjacency matrix, they behave synchronically during the studied series. We see that, as an example, \( \lambda_2 \) indicates the higher synchronizability and connectedness of the networks of those self-organized phenomena. The natural connectivity \( N_c \) (see Equation (13)) demonstrates that the rate of developing of the self-organized dynamics far from equilibrium state is increasing. The energy of a graph \( E \) (see Equation (10)) shows that the overall amount of non-zero eigenvalues is increasing, which is an indication of growing complexity. The third spectral moment and other indicators indicate the development of an increase in the variability of alternative shortest paths, which is an indicator of the inhomogeneous effects’ development in the stages of interest. Before the point of fracture, nearly all measures rise before the exact breaking point. Having more data than the stress–strain curve, spectral measures can serve not just as indicators, but also as precursors of catastrophic phenomena.

Further, we would like to present topological measures of complexity based on the VG approach. Figure 5 shows the dynamics of maximum node degree (\( D_{\text{max}} \)), global closeness centrality (\( C \)), global harmonic centrality (\( GHc \)), overall network information centrality (\( I \)), global efficiency (\( E_{\text{glob}} \)), density (\( \rho \)), average degree connectivity (\( d_{\text{av}} \)), and squares clustering coefficient (\( C^4 \)), along with the stress–strain curve.

In Figure 5, we may see that nearly all centrality measures increase during the stages of transition and fracture.

The maximum degree \( D_{\text{max}} \) (see Equation (16)) behaves consistently with the graph representation of all stages: during the first and last stages, few extremely concentrated points appear, which may correspond to several defects that lead the entire dynamics of the system to a state far from equilibrium. The stages of strain hardening and necking appear to be the most inefficient in terms of networks. The graph representation of the stage of strain hardening demonstrated that the visibility connections among each vertex of the network are distributed uniformly. In accordance with our results, the defects on the surface of the material have to be distributed homogeneously during this stage. The last stage is compatible with the first one: wide-ranging self-organization of defects before the fracture of the metal is reflected in the increase of concentration for a particular node.

The high global closeness centrality of the network \( C \) (see Equation (18)) indicates that the defects during the stages of interest become more interconnected. One of the main cracks is the catalyst for all other events in the dynamics of metal destruction. If the closeness is small, then the farness of nodes is large and, perhaps, units of the studied system are independent of each other. Global harmonic centrality \( GHc \) based on standard harmonic centrality (see Equation (19)) is nearby to global closeness centrality in this sense.

The global information centrality \( I \) (see Equation (26)) is an indicator of the information flow in the network. The higher it is, the more efficient the transfer of information among different units of the network. We see that during the stages of transfer and before the fracture point, it grows, indicating the path length of the network to be shorter and some of the vertices to be frequently reachable. The idea of this indicator is the same as for previous ones. It’s especially similar to the closeness centrality [90,91].

Figure 5 presents to us that globally the stage of the transition and the stage of fracture appear to be efficient. Since global efficiency \( E_{\text{glob}} \) (see Equation (33)) is the average of the characteristic path length among all nodes, and the average path length declines during corresponding periods, global interconnections (path) between the central node and other components are presented to be short and abundant. As already mentioned, during these stages, a leading dislocation appears, which is a reference point for the appearance of all subsequent ones.
Figure 5. The dynamics of maximum node degree ($D_{\text{max}}$), global closeness centrality ($C$), global harmonic centrality ($GHC$), overall network information centrality ($I$), global efficiency ($E_{\text{glob}}$), density ($\rho$), average degree connectivity ($d^\text{w}$), and squares clustering coefficient ($C^4$) based on the VG (a) and the RP (b) approaches for the stress–strain time series.

Both the transition from elastic to plastic region and the stage of fracture are presented to be highly dense, according to $\rho$ (see Equation (35)). We could see from previous results that these stages represent several highly interconnected nodes with a large degree of connectedness, clustering coefficient, low average path length, high global efficiency, etc. This measure only confirms our observations. It can be seen that the presented measure is almost close to one. This suggests that almost every dislocation (node in the graph) interacts with the rest of the nodes. This indicates a high degree of long-term memory during the processes of destruction in metals.

The average degree connectivity $d^\text{w}$ (see Equation (36)) shows that during the stage of transition of the stage of fracture, the connectedness between neighbors of a particular node $i$ starts to increase, indicating the rise of complexity in given periods of deformation.

We see that the global clustering coefficient of squared clusters $C^4$ (see Equation (31)) rises during the stages of interest, showing us that their network representations follow a scale-free model, but the interconnections between nodes of their network form a much more complex structure. The topology of our network can follow a monopartite structure. As an example, as we can see from Figure 4b, there are approximately two hubs in our
network that are connected by particularly extremely connected nodes that see all other nodes. These two hubs can correspond to the periods before the last most serious crack and those defects that are consequences of this cracking. All of them are presented to be interconnected through the final crack which has led to the point of fracture. Thus, we should consider these measures simultaneously as the complexity of any studied process can be variative, and different phenomena can result in a variative topology of the network, which reflects the studied process.

In Figure 6 is presented the dynamics of diameter ($diam$), radius ($rad$), global betweenness centrality ($B$), and average shortest path length ($L$), along with the stress–strain curve.

From Figure 6a we can see that the average path length $L$ (see Equation (27)) between each vertex of the network decreases during the transition from the elastic to plastic deformation and before the fracture point. As was mentioned previously, according to this measure, the network in general becomes more efficient during these stages. The rate of information flow between each defect appears to be more abrupt, compared to other periods, where the visibility connections between nodes are distributed in a more uniform manner. This makes particular vertices very remotely connected to others.

Figure 6. The dynamics of the diameter ($diam$), radius ($rad$), global betweenness centrality ($B$), and average shortest path length ($L$) based on the VG (a) and the RP (b) approaches for the stress–strain time series.
Figure 6b presents that at the stage of transition, the average shortest path length for the RP approach is precisely the same as for the VG, whereas just before the rupture, it starts to increase. We can assume that in the recurrence graph, the nodes of the network are connected only to their two closest neighbors in front and behind. That is, there are practically no workarounds to the third vertex in this graph, which is why the average number of steps taken to move from one vertex to another increases.

We have already mentioned that the diameter ($\text{diam}$) of the network (see Equation (39)) is the longest path lengths among all other paths. The radius ($\text{rad}$) (see Equation (40)) represents the minimal among the longest paths. Both measures are based on the eccentricity of the nodes, which in turn is based on the shortest path lengths of the network under study. Since the path length decreases during periods of self-organization of the system, which is also reflected in an increase in the density of nodes and their closeness, the measures presented should also decrease in the stages of interest to us, which we see in Figure 6a.

In accordance with the previous results for a recurrent network, considering such approaches as global efficiency, the average shortest path length, global clustering coefficient of squared clusters, etc., we see that $\text{diam}$ and $\text{rad}$ behave in a similar way to the visibility graph during the transition from elastic to plastic deformation. The asymmetry in the dynamics of the two approaches is observed only before the breaking point.

In Figure 6a, the global betweenness centrality $B$ (see Equation (21)) shows that, on average, the number of paths passing through a particular node is falling. This can be interpreted in such a way that one specific effect appears in the dynamics of metal destruction, which begins to be responsible for absolutely all processes taking place during stretching. According to our results, it forms a highly centered network topology, where almost all information passes through one node. At the same time, the other nodes (defects), observing the leader among all, behave consistently, but, as the graph shows, the number of paths for their cooperation should not be excessively large. It is enough for a couple of paths directed at each other and at the most informative among all defects. In Figure 6b, we can see precisely the same pattern. However, at the stage of fracture, it grows. Perhaps it indicates that in a non-linear topology of the network, some nodes in the area of the highest concentration get the largest flow of information (fraction of paths) through themselves from distant ones. At the exact point of fracture, $B$ for the RP approach acts in the same way as for the VG.

In Figure 7 are presented clustering-based measures of complexity, such as $C^3$ and $T$ with local efficiency $E_{loc}$ and assortativity coefficient $\tau$, along with the stress–strain curve.

From Figure 7, we see that the global clustering coefficient of triangle cliques $C^3$ (see Equation (29)) decreases during the stages of self-organized transition from the elastic to the plastic region and before the point of fracture. As we have concluded, those periods are the representatives of scale-free networks. Our empirical results present that the degree distribution of those stages follows a power law (see Equation (41)), and the average shortest path length (see Figure 6) declines, indicating that the rate of information flow increases during them, which results in highly complex, self-organized phenomena. In this case, we would expect our defects to form clusters for which $C^3$ increased. Nevertheless, the topology of our network that reflects the studied stages is presented to be much more complex. As was discussed in Section 4.4.3, the triangle clusters may be abundant in a monopartite network, while they may be absent in bipartite networks [82,83].
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Relying on the results presented in Figures 5b and 7b, we see that at the stage of the transition, the network demonstrates bivariate clustering—both triangle and square clustering. On the threshold of the fracture itself, it is clear that the number of clusters of both types decline, and only at the point of the fracture itself, the concentration of clusters increases again. Based on the topology of a recurrence network, it can be assumed that its non-linearly shaped form, which is reduced to a small, highly concentrated cluster of points, cannot have a sufficient number of clusters in this form. In such a graph, everyone can be connected to everyone only through one specific direct path and there are no bypass shortest paths.

Since the transitivity \( T \) (see Equation (30)) is the modification of \( C^3 \), it demonstrates
related to the standard clustering coefficient dynamics.

Locally, according to \( E_{loc} \) (see Equation (34)), our stages seem to be inefficient. Local efficiency is the average efficiency of information transfer within local subgraphs \( G_i \). Low local efficiency for the periods of interest to us may indicate that although globally different nodes of the network are well interconnected with a certain central one, in local subgraphs of the network many nodes do not interact with each other sufficiently. The reference point of their chaotic, self-organized behavior is the global dislocation, on the basis of which most
communication clusters are built. It is worth mentioning that the stage of the transition for RP seems to be efficient enough according to both $E_{\text{glob}}$ and $E_{\text{loc}}$. Observing the clustering coefficients, we can say that according to the recurrence approach, each of the nodes is interconnected. The recurrent map may reflect the fact that each of the dislocations interacts with the others in full during the processes of self-organization when moving from elastic to plastic deformation, while for the stage of fracture only few nodes matter in this process.

Figure 7a demonstrates that the assortativity coefficient $r$ (see Equation (37)) decreases during stages of interest. It implies that most low-connected nodes (dislocations) have the tendency to follow dislocation with the highest influence. The opposite condition is also true. As an example, after the transition from the elastic to the plastic deformation, we would expect strain hardening for which visibility connections would lead from the highest node to the smallest ones (with low degree). During this process, the movement of small dislocations would matter. The dynamics of $\bar{m}$ (see Figure 5) is inconsistent with our observation and assumptions and would require additional research in the future. Nevertheless, as an indicator (indicator-precursor), it has declines and increases in those stages that we are trying to identify and classify.

The result of the dynamics of the assortativity coefficient for the recurrence approach (see Figure 7b) is also slightly inconsistent with the dynamics of the visibility graph. Based on this, it becomes extremely urgent to include additional approaches to converting a time series into a graph.

6. Conclusions

In this study, we have presented the measures of a quantitative assessment of chaotic, irreversible, and self-organized deformation processes in metals using complex network methods. Here, we have studied the possibility of using two types of complex network indicators—spectral and topological. To the group of spectral measures, we have included the following: algebraic connectivity, energy of the graph, spectral gap, spectral radius, natural connectivity, and $k$-th spectral moment. The group of topological measures included maximum degree centrality, global closeness centrality, global harmonic centrality, global betweenness centrality, global network information centrality, average shortest path length, global clustering coefficient of triangle clusters, transitivity, global clustering coefficient of squared clusters, global and local efficiencies, density, average degree connectivity, assortativity coefficient, diameter, and radius. The presented measures of complexity were found to be especially informative. They can be used not only for monitoring and classifying the stages of deformation, but also their applicability extends to the terms of a precursor of the deformation stages during plastic deformation in the metal. These indicators-precursors can be used in the development of technical devices for early diagnosis of catastrophic processes of material destruction. We have tested the possibility to detect periods of high concentration of defects and their self-organization with the presented measures on the example of the stress–strain curve time series $\sigma(\epsilon)$ for DC04 steel. Our results have shown that the regimes of the transition from the elastic to the plastic region and the fracture area are presented to be highly clustered, efficient, concentrated, dense, and self-organized, whereas all other regimes seem to be globally random.

We could see that the emergence and development of defect structures that appear during the deformation of metals form complex, nonlinear, heterogenous, i.e., self-organized, dynamics, which is far from thermodynamic equilibrium. The identified regimes of self-organization (instability) are characterized by the asymmetry in their dynamics and low entropy production in the development of metal, and are supported by a high auto-correlation (long-term memory) effect.

Further, it would be interesting to study inhomogeneous defect structure formation with the usage of multifractal theory [40,43,92–97], information theory [40,44–46,48,49], additional approaches in complex network theory [41,42,44], chaos theory [47], theory of irreversibility [42], and machine (deep) learning [98–100].
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