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Abstract: This research work evaluates the use of artificial intelligence and its impact on student’s academic performance at the University of Guayaquil (UG). The objective was to design and implement a predictive model to predict academic performance to anticipate student performance. This research presents a quantitative, non-experimental, projective, and predictive approach. A questionnaire was developed with the factors involved in academic performance, and the criterion of expert judgment was used to validate the questionnaire. The questionnaire and the Google Forms platform were used for data collection. In total, 1100 copies of the questionnaire were distributed, and 1012 responses were received, representing a response rate of 92%. The prediction model was designed in Gretl software, and the model fit was performed considering the mean square error (0.26), the mean absolute error (0.16), and a coefficient of determination of 0.9075. The results show the statistical significance of age, hours, days, and AI-based tools or applications, presenting \( p \)-values < 0.001 and positive coefficients close to zero, demonstrating a significant and direct effect on students’ academic performance. It was concluded that it is possible to implement a predictive model with theoretical support to adapt the variables based on artificial intelligence, thus generating an artificial intelligence-based mode.
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1. Introduction

Artificial intelligence (AI) has impacted various sectors of society, from replacing rudimentary tasks in factories to tailoring advertisements based on user information. Despite its proven utility, the full-fledged adoption of AI in the educational realm remains nascent. Numerous studies have delved into the application of different forms of AI, such as machine learning and natural language processing, to enhance student performance and engagement. However, these innovations are seldom integrated into prevalent learning management solutions in higher education [1–3].

During the COVID-19 era, higher education shifted its focus towards enhancing personalization, monitoring, and assessment in learning [4,5]. Currently, in higher education, AI is rapidly transforming the way we teach and learn thanks to the emergence of new technological tools [6,7]. These AI tools are being used to provide students with personalized instruction, immediate feedback, and targeted practice [8]. This can help students learn at a faster pace and better understand the concepts they are learning [9,10].

AI helps students learn more effectively and improve their academic performance through personalized learning, which is tailored to individual needs [11]. AI can also help students develop skills such as critical thinking, problem-solving, and creativity, creating environments where students can work together to solve problems and develop projects [12,13].
The ability to personalize education allows students to access materials and activities tailored to their specific preferences and needs [14]. Those who learn best through practice can benefit from interactive exercises and simulations, while those who prefer a more theoretical approach can access more detailed academic resources such as books, scientific articles, and technical papers [15]. This adaptability allows each student to optimize their learning experience and improve their academic performance [16,17].

Student performance is better when education is personalized because it allows us to discover individual characteristics and group students [18]. Successful implementation of AI in higher education requires careful planning and adequate training of educational personnel. It is crucial that teachers adapt to new technological advances and learn how to integrate them effectively into their teaching methods [19]. AI does not seek to replace the teacher but rather to be a complementary tool that enriches the educational experience and helps maximize the potential of each student [20,21].

Teachers who use technology effectively can create more personalized, engaging, and effective learning experiences for their students [22]. AI tools are used to help develop adaptive learning systems that adjust the difficulty level of assignments and assessments based on the individual needs and abilities of each student, providing a personalized learning experience, which would also allow educators to accurately assess the learning achievements of individual students [6].

In recent years, there has been a growing interest in the use of predictive studies in education. These studies are used to identify students at risk of dropping out, predict student grades, and improve the accuracy of teaching methodologies. Phan, De Caigny, and Coussement [23] developed a predictive model for a higher education institution in which the results are used by the authorities to make decisions, anticipate, and manage student dropout behaviors. This is why obtaining empirical data serves as a basis for designing effective teaching projects in university education, increasing the results of student performance [24].

Predictive studies can use a variety of data, including academic history, socioeconomic data, and test performance data. In their research, Jiao [25], using a prediction method based on evolutionary computation, proved to be a viable tool for assessing students’ learning performance in online courses. Furthermore, the programming model provides acceptable prediction performance, indicating that the dominant variables in academic performance are knowledge acquisition, class participation, and summative performance.

Another study proposed a neural network model with good prediction results and concluded that it is possible to implement a model with endogenous and exogenous factors to predict student performance [26]. However, a gap remains: current research seldom considers the evolutionary nature of students’ learning progression or provides real-time feedback on procedural learning. To truly harness the potential of AI in education, future research should focus on delivering immediate feedback and actionable insights, bridging the gap between AI predictions and effective educational interventions [27,28].

Based on identity threat and security theory, these theories play a role in determining the academic success of students from underrepresented or negatively stereotyped groups [29]. Women experience identity threats and negative stereotypes regarding their abilities and potential in these fields. However, empirical studies show the opposite. Bowman [30] found that female students performed better relative to male students in college courses such as mathematics, statistics, and computer science. The disadvantages of female students in learning conditions can affect academic performance and career completion, so it is necessary to deepen the understanding of gender disparities to prevent and mitigate this problem [31].

Eccles and Wigfield’s expectancy-value theory of motivation focuses on how students’ expectations and values toward an academic task or activity affect their motivation and performance [32]. Age is linked to this theory, as age can influence students’ expectations and values towards their education. In such a sense, Portillo [33] pointed out that different ages lead to increased diversity in higher education; younger students may have lower
expectations of success in higher education than older students. Younger students may have less experience with academic work, which may lead to less confidence in their academic abilities and lower motivation.

Fredricks, Blumenfeld, and Paris’ academic engagement theory focuses on students’ engagement and active participation in their learning and school [34]. The time devoted to academic activities is related to this theory, as it can positively influence students’ academic engagement; the more time devoted to study, the better academic results they tend to achieve [35]. In the technological framework, Dhiman’s [36] study revealed that usage time of 30 min to 3 h a day spent on social networking sites and mobile applications negatively affected students’ academic performance; therefore, there is an inverse relationship between the use of social networking sites and their academic performance. However, in the research by Tamura [37], it was shown that students who dedicated more hours to the use of digital platforms to fulfill their academic activities improved their academic performance, demonstrating the direct relationship between the time spent using technological tools and performance.

The theory of meaningful learning by David Ausubel, mentioned by Neroni [38], is related to the use of educational tools, such as virtual rooms, digital books, and libraries, the same that are used to succeed in studies. Currently, owning technological tools and applications based on AI helps to improve the academic performance of students. Such is the case of De Jesús Araiza and García [39], who corroborated that the use of technological tools such as Red Canvas and Learning Management System (LMS) platforms have a significant impact on the performance of higher education students.

In relation to the study by Sinchigalo [40] and Arroba [41], who prioritized a more proactive and effective approach to their student’s academic development, we move towards a more personalized, efficient, and student-centered higher education. Therefore, this study aims to contribute to the understanding and improvement of higher education through the appropriate use of artificial intelligence, offering a new tool to anticipate and enhance the academic performance of students.

The goal of the research is to develop a predictive model for the academic performance of college students. The model will be based on student data such as gender, age, hours using AI-based tools, days per week using these tools, number of applications, and their grades. The model will be used to identify students who are at risk of missing out and to provide them with additional support.

A correlational–predictive research design will be adopted in the research. The focus will be on the analysis of higher education student data, with the implementation and evaluation of a multiple linear regression model specifically designed to predict academic performance. This will involve the collection and analysis of several variables. The selection of variables for a study should be based on sound theoretical foundations to ensure that the variables chosen are relevant, meaningful, and supported by the academic literature [42]. Variables will be selected based on theoretical foundations supported by academic literature and relevant theories.

2. Materials and Methods

2.1. Design

The study adopted a cross-sectional, non-experimental design since a questionnaire distributed among students enrolled at the University of Guayaquil was used. Data collection was carried out in the year 2023. According to Hernández and Mendoza [43], the present research is quantitative, relational, descriptive, and cross-sectional in scope, with a non-experimental design since its purpose was to determine the level of association between variables and to characterize its results.

2.2. Participants

Students were chosen using a convenience sampling technique. All students who participated had to meet the following requirements be enrolled in the current semester
and be able to fill out the consent form freely and voluntarily. The university provided the necessary data to distribute the questionnaire through institutional mail.

The minimum sample size was calculated using Slovin’s method \( n = \frac{N}{1 + Ne^2} \), where \( n \) is the number of participants, \( N \) is the total population, and \( e \) is the margin of error (0.05). Given that there are 70,000 students enrolled at the University of Guayaquil, 398 university students were required as the minimum sample size.

2.3. Data Collection Procedure

Data were collected through self-administered questionnaires uploaded on the Google Forms platform. The research processes were given to the assistant deans in each faculty of the university. They were provided full details regarding the study and were asked for their help in distributing the questionnaire.

The assistant deans invited students to participate, and participating students were given ten days to answer the completed questionnaire anonymously. In the first instance, 1000 questionnaires were distributed to obtain several responses higher than the calculated sample size. A total of 911 responses were obtained. Subsequently, after validation of the prediction model, the questionnaire was sent to 100 students who had not participated before to use the model and predict their grades.

2.4. Questionnaire

A measurement instrument was utilized based on a self-developed questionnaire derived from the studies of the authors [26,44,45], which is detailed in Appendix A. This instrument incorporates demographic items, multiple-choice questions structured on a Likert scale, open-ended responses, and of a quantitative nature. For the conceptualization and design of the predictive model in question, the focus was on questions 15 to 18 due to their high relevance and alignment with the predictor variables of the study.

The self-administered questionnaire consists of three sections: demographics, knowledge of artificial intelligence, and factors influencing academic performance.


The score obtained in academic performance corresponds to the dependent or explained variable. It is affected by the independent or explanatory variables: gender, age, hours of use of AI-based technological tools, number of days using these tools, and number of applications.

2.5. Data Analysis Plan

Gretl is an open-source software for econometric analysis, ideally suited for estimating linear regression models. It allows for data importation, the calculation of descriptive statistics, the specification and estimation of models using ordinary least squares, the conduct of diagnostics and fit tests, and model validation with split datasets. Upon validation, Gretl simplifies the interpretation of results and the documentation of the process, culminating in the formulation of recommendations based on the findings [46].

Gretl version 1.9.4 was used to analyze the data. The demographics of the sample were established using descriptive statistics. A multiple linear regression model using ordinary least squares was used, and fit tests were performed to determine the significant associated factors. The treatment of the data was carried out in three phases: first, the validation of the model using the data set of the first 100 students, the 398 students corresponding to the calculated sample, and the 911 students who responded to the survey. The metrics used were the mean error, the root mean square error, the mean absolute error, the mean percentage error, and the mean absolute percentage error.

Secondly, the multiple linear regression model was run:

\[
Y_i = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_k X_k + \varepsilon_i,
\]
\[ Y_i = \text{Observed value of the dependent variable}; \]
\[ \beta_0 = \text{Common magnitude or constant value of the equation}; \]
\[ \beta_k = \text{Coefficients of the independent variables}; \]
\[ X_k = \text{Values of the variables within the equation}; \]
\[ \epsilon_i = \text{Error term of the equation}. \]

Multiple regression model for academic performance:

\[ \text{Performance} = \beta_0 + \beta_1 \text{Age} + \beta_2 \text{Hours} + \beta_3 \text{Days} + \beta_4 \text{Tools} + \epsilon_i, \]  
\[ (2) \]

\[ \text{Performance} = \text{Observed value of the dependent variable}; \]
\[ \beta_0 = \text{Common magnitude or constant value of the equation}; \]
\[ \beta_k = \text{Coefficients of the independent variables}; \]
\[ \text{Gender} = \text{Values: 1 Females} - \text{2 Males}; \]
\[ \text{Age} = \text{Values of the age of the students measured in years}; \]
\[ \text{Hours} = \text{Values of the hours used by students using AI tools}; \]
\[ \text{Days} = \text{Values for the number of days used by students using AI tools}; \]
\[ \text{Tools} = \text{Values of the number of AI applications used by students}; \]
\[ \epsilon_i = \text{Error term of the equation}. \]

Finally, the predictive model was run using data from the last 100 students who completed the questionnaire.

3. Results

Using the wide variety of statistical tools available in Gretl 1.9.4 and taking advantage of its graphical interface, we proceed to present the values obtained and the corresponding graphs for the three sets of students. These visualizations and results allow us to validate the prediction model used in the study.

The Table 1 shows the accuracy metrics of the prediction model; as a result, it was obtained that the mean error, root mean square error, mean absolute error, and mean absolute percentage error decrease as the number of students increases. This suggests that the model becomes more accurate as the sample size increases. As argued by Floryan and Graham [47], data are the main factor limiting the performance of statistical models and mathematical learning systems. They argue that as the amount of data increases, the accuracy and complex patterns in the data also increase. In other words, the results indicate that the model performs well overall on all three data sets. The fact that the mean error and the other accuracy metrics are close to zero suggests that the model can make reasonably accurate predictions.

<table>
<thead>
<tr>
<th>Number of Students</th>
<th>Mean Error</th>
<th>Root Mean Square Error</th>
<th>Mean Absolute Error</th>
<th>Percentage of Mean Error</th>
<th>Mean Absolute Error Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>(-5.3291 \times 10^{-17})</td>
<td>0.23328</td>
<td>0.17106</td>
<td>(-0.10605)</td>
<td>2.2769</td>
</tr>
<tr>
<td>398</td>
<td>(-6.2708 \times 10^{-16})</td>
<td>0.27226</td>
<td>0.17017</td>
<td>(-0.14211)</td>
<td>2.2434</td>
</tr>
<tr>
<td>911</td>
<td>(-8.0043 \times 10^{-16})</td>
<td>0.26485</td>
<td>0.16541</td>
<td>(-0.11861)</td>
<td>2.0894</td>
</tr>
</tbody>
</table>

Note. The predictive model was validated using three data sets: first of 100, second of 398, and third of 911 students. Source: Gretl 1.9.4 software.

Figure 1 displays the predictions made by the model for a sample of 100 students. There is a standard deviation of less than 1 between the observed mean and the estimate provided by the model, with a 95% confidence interval.
Figure 1. Predictions of grade point average first data set. Figure 1 corresponds to the model predictions for the data set of 100 students. Source: Gretl Software 1.9.4.

Prediction plots are tools that can be used to visualize the results of a multiple regression statistical model [48]. The regression model data for this data set show an R-squared of 0.9429, and the significant variables are hours, days, and AI-based tools or applications. In this case, for the analysis of predictions, a Theil’s U1 coefficient of 0.014244 was obtained, a measure of inequality in the distribution of the data, which suggests that there is low inequality in the distribution analyzed.

Figure 2 illustrates the predictions derived from the model for a sample consisting of 398 students.

Figure 2. Predicted grade point average second set. Predictions of the model applied to the data set of 398 students. Source: Gretl Software 1.9.4.

The results of the regression model for this data set show an R-squared of 0.9069; for this model, there are already four significant variables: age, hours, days, and tools or applications based on artificial intelligence. In this case, for the analysis of the predictions, a Theil’s U1 coefficient of 0.01628 was obtained, which suggests that there is low inequality in the analyzed distribution.

Figure 3 showcases the predictions produced from the model for a sample of 911 students. The results of the regression model for this data set show an R-squared of 0.9075; for this model, the significant variables are age, hours, days, and tools or applications based on artificial intelligence. In this case, for the analysis of the predictions, a Theil’s U1 coefficient of 0.0156 was obtained, which suggests that there is a low inequality in the analyzed distribution.
The results of the regression model for this data set show an R-squared of 0.9069; for this model, there are already four significant variables: age, hours, days, and tools or applications based on artificial intelligence. In this case, for the analysis of the predictions, a Theil’s U1 coefficient of 0.01628 was obtained, which suggests that there is low inequality in the analyzed distribution.

Figure 3 showcases the predictions produced from the model for a sample of 911 students. The results of the regression model for this data set show an R-squared of 0.9075; for this model, the significant variables are age, hours, days, and tools or applications based on artificial intelligence. In this case, for the analysis of the predictions, a Theil’s U1 coefficient of 0.0156 was obtained, which suggests that there is a low inequality in the analyzed distribution.

![Figure 3. Predicted grade point average third set. Predictions of the applied model for the data set of 911 students. Source: Gretl software 1.9.4.](image)

The corresponding graphs for the three sets of students evaluate the accuracy of the model and show the actual values and the predicted values. The trend line fits the actual values, and the predicted values of the model are shown close to the trend line. The graphs allow us to identify the bias of the model; in this model, the values tend to underestimate the actual values, the predicted points are below the trend line, and the model is biased downward.

The model identifies the significant values for each of the five explanatory variables. The variables age, hours, days, and tools or applications, with a significance of 0.001%, are the variables that best fit the model, and their coefficients are positive, i.e., they are directly proportional to the average score (Table 2).
Table 2. Multiple linear regression model.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Deviation</th>
<th>Statistic t</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>5.88627</td>
<td>0.0547259</td>
<td>107.6</td>
<td>&lt;0.0001 ***</td>
</tr>
<tr>
<td>Gender</td>
<td>−0.00595790</td>
<td>0.01802</td>
<td>−3.306</td>
<td>0.741</td>
</tr>
<tr>
<td>Age</td>
<td>0.0049758</td>
<td>0.0015332</td>
<td>3.245</td>
<td>&lt;0.0001 ***</td>
</tr>
<tr>
<td>Hours</td>
<td>0.248434</td>
<td>0.0196315</td>
<td>12.65</td>
<td>&lt;0.0001 ***</td>
</tr>
<tr>
<td>Days</td>
<td>0.138942</td>
<td>0.0202055</td>
<td>6.876</td>
<td>&lt;0.0001 ***</td>
</tr>
<tr>
<td>Tools Or applications</td>
<td>0.305412</td>
<td>0.0273203</td>
<td>11.18</td>
<td>&lt;0.0001 ***</td>
</tr>
</tbody>
</table>

Note. The model was run using observations 1-911. The notation “***” denotes an extremely high level of significance, suggesting a statistically significant relationship between the given independent variable and the dependent variable. Source: Gretl Software 1.9.4.

When analyzing each of the variables, the coefficient of the constant is 5.88627, which suggests that when all other independent variables are zero, the dependent variable has a value of approximately 5.89 points. For the gender variable, the values indicate that there is no significant effect of gender on the dependent variable; this is because the p-value is greater than 0.05. However, since it has a negative coefficient, it is inverse to the assigned values; therefore, women are the best performers in the model.

On the other hand, the variable age presents a p-value of 0.0012. This suggests that the variable has a significant effect on academic performance since the p-value is less than 0.05. Thus, its associated coefficient is 0.0049758, which means that if the age variable is increased by one unit, on average, academic performance will increase by 0.0049758 units in response to that increase in age, keeping all other variables constant.

Similarly, the hours variable with a p-value < 0.0001 indicates that it has a highly significant effect on academic performance. Therefore, with an increase of one unit in the hours variable, on average, performance will increase by 0.248434 units due to the increase of one hour, keeping all other variables constant.

Similarly, the days variable presents a value of p < 0.0001, indicating a highly significant effect on academic performance. For this reason, with an increase of one unit in the days variable, on average, the performance will increase by 0.138942 units due to the increase of one day, keeping all other variables constant.

Finally, the tools and applications variable show a p-value < 0.0001, indicating it has a highly significant effect on academic performance. The increase of one unit in the tools and applications variable, on average, increases academic performance by 0.305412 units due to the increase of one tool or application, keeping all other variables constant.

Prediction Model Results

After ensuring that the model implemented was effective in prediction, a random selection of 100 students from the same university who had not previously participated in the research was carried out. The purpose was to predict the possible averages they would achieve at the end of their academic semester. The results of this projection are presented in Figure 4 and Table 3.

The analysis of the predictive model indicates a good predictive capacity. The mean error metrics, RMSE, and MAE presented values of −0.0089583, 0.33496, and 0.17996, respectively, highlighting an acceptable accuracy in the predictions. The mean percentage error and mean absolute percentage error showed −0.25107% and 2.3225%, evidencing a slight average underestimation. The Theil coefficient (U1) of 0.019655 reflected a low inequality in the distribution analyzed, i.e., the model shows a good fit.
On the other hand, the variable age presents a \( p \)-value of 0.0012. This suggests that the variable has a significant effect on academic performance since the \( p \)-value is less than 0.05. Thus, its associated coefficient is 0.0049758, which means that if the age variable is increased by one unit, on average, academic performance will increase by 0.0049758 units in response to that increase in age, keeping all other variables constant.

Similarly, the hours variable with a \( p \)-value < 0.0001 indicates that it has a highly significant effect on academic performance. Therefore, with an increase of one unit in the hours variable, on average, performance will increase by 0.248434 units due to the increase of one hour, keeping all other variables constant.

Similarly, the days variable presents a value of \( p < 0.0001 \), indicating a highly significant effect on academic performance. For this reason, with an increase of one unit in the days variable, on average, the performance will increase by 0.138942 units due to the increase of one day, keeping all other variables constant.

Finally, the tools and applications variable show a \( p \)-value < 0.0001, indicating it has a highly significant effect on academic performance. The increase of one unit in the tools and applications variable, on average, increases academic performance by 0.305412 units due to the increase of one tool or application, keeping all other variables constant.

### Prediction Model Results

After ensuring that the model implemented was effective in prediction, a random selection of 100 students from the same university who had not previously participated in the research was carried out. The purpose was to predict the possible averages they would achieve at the end of their academic semester. The results of this projection are presented in Figure 4 and Table 3.

**Figure 4.** Graph of actual averages and predicted averages using the prediction model. The prediction uses data from 100 final students, numbered 912 to 1012. Source: Gretl Software 1.9.4.

<table>
<thead>
<tr>
<th>Student</th>
<th>Predicted Average</th>
<th>Student</th>
<th>Predicted Average</th>
<th>Student</th>
<th>Predicted Average</th>
<th>Student</th>
<th>Predicted Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>912</td>
<td>9.02</td>
<td>937</td>
<td>7.97</td>
<td>962</td>
<td>9.05</td>
<td>987</td>
<td>7.98</td>
</tr>
<tr>
<td>913</td>
<td>9.03</td>
<td>938</td>
<td>7.94</td>
<td>963</td>
<td>9.02</td>
<td>988</td>
<td>9.02</td>
</tr>
<tr>
<td>914</td>
<td>8.67</td>
<td>939</td>
<td>7.42</td>
<td>964</td>
<td>9.12</td>
<td>989</td>
<td>6.97</td>
</tr>
<tr>
<td>915</td>
<td>7.94</td>
<td>940</td>
<td>8.65</td>
<td>965</td>
<td>8.70</td>
<td>990</td>
<td>8.64</td>
</tr>
<tr>
<td>916</td>
<td>9.02</td>
<td>941</td>
<td>7.98</td>
<td>966</td>
<td>8.64</td>
<td>991</td>
<td>9.05</td>
</tr>
<tr>
<td>917</td>
<td>6.80</td>
<td>942</td>
<td>9.47</td>
<td>967</td>
<td>9.02</td>
<td>992</td>
<td>9.02</td>
</tr>
<tr>
<td>918</td>
<td>9.05</td>
<td>943</td>
<td>9.50</td>
<td>968</td>
<td>9.07</td>
<td>993</td>
<td>9.02</td>
</tr>
<tr>
<td>919</td>
<td>7.95</td>
<td>944</td>
<td>9.48</td>
<td>969</td>
<td>6.67</td>
<td>994</td>
<td>9.47</td>
</tr>
<tr>
<td>920</td>
<td>9.09</td>
<td>945</td>
<td>9.02</td>
<td>970</td>
<td>9.47</td>
<td>995</td>
<td>7.95</td>
</tr>
<tr>
<td>921</td>
<td>7.98</td>
<td>946</td>
<td>6.67</td>
<td>971</td>
<td>9.02</td>
<td>996</td>
<td>6.83</td>
</tr>
<tr>
<td>922</td>
<td>7.98</td>
<td>947</td>
<td>9.05</td>
<td>972</td>
<td>7.95</td>
<td>997</td>
<td>7.94</td>
</tr>
<tr>
<td>923</td>
<td>7.95</td>
<td>948</td>
<td>7.97</td>
<td>973</td>
<td>6.98</td>
<td>998</td>
<td>7.35</td>
</tr>
<tr>
<td>924</td>
<td>8.52</td>
<td>949</td>
<td>6.75</td>
<td>974</td>
<td>9.47</td>
<td>999</td>
<td>9.02</td>
</tr>
<tr>
<td>925</td>
<td>9.02</td>
<td>950</td>
<td>9.48</td>
<td>975</td>
<td>7.95</td>
<td>1000</td>
<td>7.96</td>
</tr>
<tr>
<td>926</td>
<td>6.67</td>
<td>951</td>
<td>9.01</td>
<td>976</td>
<td>9.04</td>
<td>1001</td>
<td>7.94</td>
</tr>
<tr>
<td>927</td>
<td>7.01</td>
<td>952</td>
<td>9.07</td>
<td>977</td>
<td>9.02</td>
<td>1002</td>
<td>9.03</td>
</tr>
<tr>
<td>928</td>
<td>9.05</td>
<td>953</td>
<td>9.02</td>
<td>978</td>
<td>7.95</td>
<td>1003</td>
<td>6.67</td>
</tr>
<tr>
<td>929</td>
<td>8.68</td>
<td>954</td>
<td>7.95</td>
<td>979</td>
<td>9.62</td>
<td>1004</td>
<td>7.95</td>
</tr>
<tr>
<td>930</td>
<td>9.47</td>
<td>955</td>
<td>9.02</td>
<td>980</td>
<td>9.03</td>
<td>1005</td>
<td>9.11</td>
</tr>
<tr>
<td>931</td>
<td>6.97</td>
<td>956</td>
<td>7.98</td>
<td>981</td>
<td>8.68</td>
<td>1006</td>
<td>8.64</td>
</tr>
<tr>
<td>932</td>
<td>7.30</td>
<td>957</td>
<td>6.69</td>
<td>982</td>
<td>7.94</td>
<td>1007</td>
<td>7.95</td>
</tr>
<tr>
<td>933</td>
<td>6.66</td>
<td>958</td>
<td>6.67</td>
<td>983</td>
<td>8.67</td>
<td>1008</td>
<td>7.94</td>
</tr>
<tr>
<td>934</td>
<td>8.00</td>
<td>959</td>
<td>9.03</td>
<td>984</td>
<td>8.76</td>
<td>1009</td>
<td>7.98</td>
</tr>
<tr>
<td>935</td>
<td>9.05</td>
<td>960</td>
<td>8.72</td>
<td>985</td>
<td>9.01</td>
<td>1010</td>
<td>8.05</td>
</tr>
<tr>
<td>936</td>
<td>7.95</td>
<td>961</td>
<td>8.04</td>
<td>986</td>
<td>7.94</td>
<td>1011</td>
<td>9.59</td>
</tr>
</tbody>
</table>

**Note.** Own elaboration. Source: Gretl Software 1.9.4.

4. Discussion

AI-assisted education encompasses intelligent education, innovative virtual learning, and data analysis and prediction. AI is taking on an increasingly pivotal role in education
as learning demands are amplified. Smart educational systems offer tailored and timely instruction and feedback for educators and learners, aiming to enhance the value and efficiency of learning through computational technologies, particularly those related to machine learning, which closely ties with statistical models and the cognitive theory of learning. These systems incorporate various techniques for learning analysis, recommendations, and knowledge understanding, drawing on machine learning, data mining, and knowledge models. Typically, an AI education system consists of teaching content, data, and smart algorithms and can be divided into two parts: the system model (which includes the learner model, teaching model, and knowledge model) and smart technologies. These models are crucial in AI systems, as they establish structures and association rules for the gathered educational data, serving as the system’s core and being amplified by advanced technologies [49,50].

In the prediction model, gender does not have a significant effect on academic performance, but a negative coefficient was observed, suggesting that women tend to perform better in the proposed model. It is important to note that, although the effect did not reach statistical significance, this tendency towards better performance of women may be a relevant indication for future research. On the other hand, the results of Bowman [30] suggest that female students perform particularly favorably in mathematics, statistics, and computer science courses compared to male students. In addition, female students appear to benefit more when they have a female instructor. The data underscore the significance of gender representation in higher education and the associated implications of advancing gender equity and fostering female engagement in traditionally male-centric fields.

In Matzavela and Alepis’ study, it was discerned that among students with outstanding grades, there was a higher proportion of females, and the majority hailed from high-income households [51]. For those with average and below-average grades, a significant influence of the parent’s educational level and income, as well as the student’s employment status, was noted on academic performance.

Regarding the results of Posso [31], they found that women face disadvantages compared to men in terms of access to technological resources and adequate spaces for study. This finding highlights the importance of addressing these barriers and ensuring equitable access to resources and technologies for all students, regardless of their gender. It can be identified that all studies suggest that gender may have some impact on students’ academic performance. These disadvantages could be contributing to the academic achievement gap between genders, even in contexts where no significant differences were found.

In the prediction model, the increase in age was found to have a significant and positive effect on students’ academic performance; however, Portillo [33] found the opposite result, where the increase in age negatively affected student performance. This discrepancy in the results could be due to several reasons. The differences are related to students’ learning and adaptive strategies as they age. In the Portillo [33] study, older students faced additional challenges in their process of adapting to the assessment system or academic content, resulting in a negative effect on their academic performance.

When compared to other studies, such as that by Waheed and colleagues [52], which utilized demographic and geographic features, and Ahmad and Shahzadi [53], which assessed study habits and learning skills, it was affirmed that these characteristics significantly impact students’ academic performance. Further, Costa-Mendes [54] and Cruz-Jesus [55] predicted student academic performance based on variables such as income, age, employment, cultural level indicators, place of residence, and socioeconomic information. Therefore, predictive models offer institutions and educators a valuable opportunity to implement more tailored and successful educational strategies.

Comparing the results of Dhiman [36] and Gonzales [56], it is evident that variable hours have a highly significant impact on students’ academic performance. The results of the prediction model denote that hours have a significant effect on academic performance; this observation aligns with Gonzalez’s assertions [56] pointed out in their study, where they found that only a relatively low percentage of students reviewed the studied material.
from 4 to 8 h and a large proportion of students waited until the exam date was set to start studying. These findings indicate that many students could not be devoting enough time to study outside the classroom, which could negatively affect their academic performance.

The results obtained are consistent with what Dhiman [36] found in his study on the negative impact of the use of social networks and mobile applications on academic performance. When considering that the increase in the use of social networks could decrease the time students dedicate to study, it is reasonable to infer that this phenomenon could be related to a reduction in academic performance. These results indicate that the time dedicated to study outside the classroom, represented by the variable hours, is a highly significant factor in the academic performance of students. Increasing the time spent studying can have a positive impact on academic performance and help improve academic outcomes.

When comparing the results of Faura [57] with the findings obtained, it is noteworthy that both studies corroborate that the variable days have a highly significant impact on students’ academic performance. In the predictive model, the average academic performance will increase by 0.138942 units for each additional day dedicated to studying, keeping all the other variables of the model constant. This is consistent with what Faura [57] noted in their study during the COVID-19 pandemic, where students faced an unprecedented online learning situation. In this context, the increase in days spent studying could have been a response to the need to adapt to the new virtual learning environment and the search for better academic results. Combining the results of both studies suggests that time spent studying is a key factor for academic success, regardless of the context in which students find themselves. Increasing study time can lead to improved academic performance if it is accompanied by effective study strategies and good time management.

The results obtained in the research show that the tools and applications variable have a highly significant impact on students’ academic performance. These results are consistent with the findings of Zamora [58] and De Jesús Araiza and García [39], who also highlighted the positive impact of technological tools on students’ academic performance. In particular, the study by Zamora [58] showed that virtual reality tools generate improvements in academic performance, while De Jesús Araiza and García [39] found that LMS platforms, which can include various tools and applications, have a significant impact on academic performance.

The increase in academic performance associated with the tools and applications variable may be related to several factors. The use of educational technologies can provide more interactive learning experiences, allow faster and easier access to educational resources, and facilitate communication between students and teachers. These aspects can contribute to greater student engagement and motivation, which in turn translates into better academic performance.

The results obtained in the prediction model are supported by and coincide with the findings of Jiao [25] and Incio and Capuñay [26], strengthening the validity and relevance of the predictions. Jiao [25] identified that the dominant variables in academic performance are knowledge acquisition, class participation, and summative performance. These findings support the results, where the variables hours, days, and tools or applications probably reflect knowledge acquisition and dedication to the learning process. The positive relationship between these variables and academic performance is consistent with the importance that Jiao [25] assigned to these variables in their prediction model.

In the same vein, Jiao [25] mentions that prior knowledge seems to play a key role in academic performance. This is also reflected in the results obtained, where the age variable shows statistical significance, indicating that prior knowledge, indirectly represented by age, has a direct effect on academic performance.

On the other hand, the results of Incio and Capuñay [26] reinforce the effectiveness of the predictive model in using endogenous and exogenous factors to predict students’ academic performance. The consideration of the mean square error and weighted correlation coefficient during model training, validation, and testing demonstrates a rigorous
approach to model evaluation and fitting. The results obtained on the model accuracy metrics show a consistent pattern as the number of students in the sample increases. A mean square error of 0.26 was obtained in agreement with the predictive model fit of Incio and Capuñay [26], who performed it considering the mean square error of 0.27 and the weighted correlation coefficient during training, validation and testing of 0.92. This pattern is consistent with the statistical principle that a larger sample size tends to provide more accurate and representative estimates of the population. It is important to note that while increasing the sample size may improve the accuracy of the model, it is critical to ensure that the sample is representative and diverse.

5. Conclusions

The predictive model used shows that academic performance is significantly influenced by the variables age, hours, days, and tools or applications. In addition to statistical significance, the magnitude and direction of the coefficients were evaluated, revealing that their relationship is directly proportional to academic performance. The p-values, all very low, indicate high statistical significance, suggesting that these variables have a significant impact on academic performance, and changes in them translate into changes in performance.

In general, the predictive model used shows an ability to explain the variability of academic performance across the independent variables considered. It has been confirmed that the variables age, hours, days, and tools or applications have a significant impact on academic performance. These findings highlight the importance of adequately considering and valuing the variables that really influence academic performance, thus providing a solid basis for future research and the development of more effective and personalized educational strategies.

The predictive model implemented in this research was based on solid theoretical foundations, which provides greater validity as it is framed by previous research. Thanks to this foundation, the model has demonstrated its ability to accurately predict the academic performance outcomes of students at the University of Guayaquil. By considering relevant endogenous and exogenous factors, the model provides a reliable and effective tool to anticipate students’ academic performance, which offers an invaluable opportunity to implement more personalized and successful educational strategies. Despite the predictive model’s demonstrated ability to explain the variability in academic performance based on variables such as age, hours, days, and tools or applications, it is essential to acknowledge its inherent limitations. These stem from its reliance on specific theoretical underpinnings and its focus on the University of Guayaquil, which might limit its generalizability to other contexts. Nevertheless, this study sets a valuable precedent and establishes a benchmark for future research aiming to expand and adapt the model to different educational settings.
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Appendix A

Table A1. Questionnaire.

| A. Age

| B. Gender

Are you familiar with or have you heard about artificial intelligence?
- Yes
- No
- Maybe

Do you use applications or tools with artificial intelligence in your daily life?
- Yes
- No
- Maybe

Do you believe that artificial intelligence aids in the progress and efficiency of individuals?
- Yes
- No
- Maybe

Are the outcomes and decisions generated by artificial intelligence systems easily understandable and explainable?
- Strongly disagree
- Disagree
- Neither agree nor disagree
- Agree
- Strongly agree

Am I well-informed about how the artificial intelligence models used in my field of study function?
- Strongly disagree
- Disagree
- Neither agree nor disagree
- Agree
- Strongly agree

Should measures be taken to ensure that artificial intelligence is used ethically and, in a manner, respectful of fundamental rights and values?
- Strongly disagree
- Disagree
- Neither agree nor disagree
- Agree
- Strongly agree

Should the existing ethical principles and regulations that apply to the development and use of artificial intelligence be disseminated in my field of study?
- Strongly disagree
- Disagree
- Neither agree nor disagree
- Agree
- Strongly agree
Table A1. Cont.

<table>
<thead>
<tr>
<th>Question</th>
<th>Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do artificial intelligence systems respect my autonomy and allow me to</td>
<td>○ Strongly disagree</td>
</tr>
<tr>
<td>have control over decisions that directly affect me?</td>
<td>○ Disagree</td>
</tr>
<tr>
<td></td>
<td>○ Neither agree nor disagree</td>
</tr>
<tr>
<td></td>
<td>○ Agree</td>
</tr>
<tr>
<td></td>
<td>○ Strongly agree</td>
</tr>
<tr>
<td>Is it important to evaluate the benefits associated with the use of</td>
<td>○ Strongly disagree</td>
</tr>
<tr>
<td>artificial intelligence in my field of study?</td>
<td>○ Disagree</td>
</tr>
<tr>
<td></td>
<td>○ Neither agree nor disagree</td>
</tr>
<tr>
<td></td>
<td>○ Agree</td>
</tr>
<tr>
<td></td>
<td>○ Strongly agree</td>
</tr>
<tr>
<td>Has artificial intelligence allowed for process optimization and more</td>
<td>○ Strongly disagree</td>
</tr>
<tr>
<td>efficient task completion in contexts where it has been implemented?</td>
<td>○ Disagree</td>
</tr>
<tr>
<td></td>
<td>○ Neither agree nor disagree</td>
</tr>
<tr>
<td></td>
<td>○ Agree</td>
</tr>
<tr>
<td></td>
<td>○ Strongly agree</td>
</tr>
<tr>
<td>Has artificial intelligence enabled me to achieve more accurate and</td>
<td>○ Strongly disagree</td>
</tr>
<tr>
<td>reliable outcomes compared to traditional or previous methods?</td>
<td>○ Disagree</td>
</tr>
<tr>
<td></td>
<td>○ Neither agree nor disagree</td>
</tr>
<tr>
<td></td>
<td>○ Agree</td>
</tr>
<tr>
<td></td>
<td>○ Strongly agree</td>
</tr>
<tr>
<td>Has artificial intelligence been a useful tool in supporting decision-</td>
<td>○ Strongly disagree</td>
</tr>
<tr>
<td>making in complex situations or with large data sets in my educational</td>
<td>○ Disagree</td>
</tr>
<tr>
<td>context?</td>
<td>○ Neither agree nor disagree</td>
</tr>
<tr>
<td></td>
<td>○ Agree</td>
</tr>
<tr>
<td></td>
<td>○ Strongly agree</td>
</tr>
<tr>
<td>Have I had the opportunity to participate in artificial intelligence</td>
<td>○ Yes</td>
</tr>
<tr>
<td>technology research or development projects funded by external bodies</td>
<td>○ No</td>
</tr>
<tr>
<td>or academic institutions during my higher education studies?</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Do you believe that tools with artificial intelligence influence your</td>
<td>○ Yes</td>
</tr>
<tr>
<td>academic performance?</td>
<td>○ No</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table A1. Cont.

<table>
<thead>
<tr>
<th>How many days a week do you use artificial intelligence tools for academic activities?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 day</td>
</tr>
<tr>
<td>2 days</td>
</tr>
<tr>
<td>3 days</td>
</tr>
<tr>
<td>4 days</td>
</tr>
<tr>
<td>5 days</td>
</tr>
<tr>
<td>6 days</td>
</tr>
<tr>
<td>7 days</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>How many hours a week do you use artificial intelligence tools for academic activities?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1–5</td>
</tr>
<tr>
<td>5–10</td>
</tr>
<tr>
<td>10–20</td>
</tr>
<tr>
<td>More than 20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>How many artificial intelligence tools or applications do you use for your academic activities?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5 or more</td>
</tr>
</tbody>
</table>

What is your grade average for the current academic cycle?

---
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