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Abstract: How does a child learn to read a map? In 2007, the authors of an article in the Journal of Geography proposed a tentative list of eight “modes of spatial reasoning” that children may use to organize their perceptions of information on a map. As an update, this article has short descriptions of these modes, brief reviews of research since 2007, and some suggestions of topics for future investigation. This article includes a brief look at some implications for teaching math and reading, followed by an extended report about a classroom activity that underscores the main point about the parallel perception and processing of different kinds of spatial information. A technical appendix has a more detailed summary of the process used to identify and classify the modes of spatial reasoning.
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How does a child learn to use a map? As noted in the title of a popular book about map use, the skill of using maps has three facets: reading, analysis, and interpretation [1]. Reading consists of perceiving colors, shapes, sizes, and other graphic symbols and figuring out what they represent. Analysis deals with enclosures, distances, directions, groups, sequences, and other spatial relationships among these symbols. Interpretation adds context by drawing on the map reader’s prior knowledge of the subject and considering the background, skill, and goals of the mapmaker. The focus of this article is on empirical research that mainly deals with the first two aspects: visual perception and spatial analysis.

1. Visual Perception

As Robert Lloyd noted, skill in visual detection is essential for finding meaningful symbols in the clutter of information on a map [2,3]. In the late 1900s, Lloyd used a clock to measure the amount of time students used to find and identify specific symbols. Today, powerful technologies for eye tracking and brain scanning can help identify the brain networks that are active when people try to locate and identify a feature in a visual scene. In 2012 and 2013, teams of neuroscientists and cognitive psychologists conducted reviews of nearly 500 research studies about visual perception [4,5].

These reviews offer an important message for geography teachers: visual perception is not a straightforward process. People do not just “perceive” symbols on a map, “decode” them, and then “form a mental image” (as suggested by popular communication models in the mid-1900s, e.g., [6]. On the contrary, visual perception appears to involve a swarm of separate brain networks that deal with different aspects of a scene—colors, edges, textures, orientations, groups, quantities, distances, etc. These brain networks operate more or less independently and often at the same time [7–12].

Parallel processing of sensory information is a lifesaving way for a mobile animal to deal with a complex world. Consider the following scenario:

“Imagine that you are on a safari. The guide cautions you to beware of tigers hiding in the tall grass. Which visual features will you enhance or suppress in order to quickly detect a tiger?” [13].

One obvious problem is the fact that tigers can move, sometimes quite quickly. As a result, you may see one for only a fraction of a second. In fact, you are more likely to
see only part of it, half a face, perhaps, or maybe just a paw among masses of leaves and branches. To help you survive (as an edible mammal!), your brain has to perform several tasks in a fraction of a second. It has to fill in the missing pieces, decide whether they are the right color and shape to be a tiger, see if it is moving toward you, identify protective barriers, and look for an escape route. It might take too long to carry out all these tasks one at a time.

One can illustrate this parallel processing to a group of teachers by flashing a partial image of a tiger for about four-tenths of a second during a presentation about some other topic. Then, one can finish their sentence, stop the presentation, and ask if anyone saw the flash and if they know what it was.

The answers I have observed in teacher workshops are illuminating. If the tiger’s face appears in an upper corner of the screen, typically only half of the people see the flash, and barely a quarter can identify the image as a tiger. Things are different if the image flashes in a lower corner of the screen. Nearly everyone sees it, and more than two-thirds can confidently say they saw a tiger. What accounts for this difference?

2. Visual Analysis

In the decade since the reviews described above, research has changed focus in a way that might help us understand the differences in tiger perception (and map reading). In the first years after the development of brain-scanning technologies, the focus was on the brain areas that process a visual image in relatively straight logical paths from eyeball input “up” via the visual cortex to a mental image. More recent researchers are paying more attention to other brain networks that can quickly evaluate specific parts of the image and send messages back “down” toward the primary visual areas in the back part of the brain. These top-down messages can help guide both eye movements and brain processing. This often-unconscious guidance, in turn, has complicated effects on what we consciously perceive. The whole process is staggeringly complex, as illustrated in summary articles from researchers with different perspectives [14–25]).

In the case of the tiger, the position of the flashing image on the screen is useful information. Because tigers do not fly, the brain is likely to ignore a tiger-colored flash near the top of the visual field. A flashed image in a lower position, however, might indeed be a tiger.

This rule, however, has a huge exception: the brain ignores the distinction between high and low positions if you are in a forest. Tigers can climb trees, and therefore, the context around the flash is also important. The brain has separate networks to deal with position and context [26–32].

These top-down messages about position and context help the visual system focus on things that might be important (like watching for a tiger). The unconscious processing of position and context is also important for geography teachers because, for better or worse, this is the visual system that students use to look at a map.

Here is a simple illustration: novice map readers soon learn to ignore blue areas on a map if they are searching for a city. They realize that mapmakers usually color oceans and lakes blue, and people seldom build cities in oceans and lakes. Expert map readers have acquired a much larger suite of context clues like these. They use these clues, often quite unconsciously, to get information more quickly from a map than a novice can. This difference underlies one key research question: at what age and with what kinds of activity can teachers help students gain expertise in using context on a map to guide eye movements and visual perception?

This basic question will reappear in many forms as we review research about different modes of spatial thinking. The first step is acknowledging that human brains process visual information via multiple and somewhat independent networks, which may develop differently in each individual. To this realization, add the fact that students bring different backgrounds to a map-reading task. Unique combinations of nature and nurture can predispose students to engage different brain networks, which, in turn, direct their
eye movements to focus on different aspects of the map. As a result, different students remember the map differently (Figure 1).

Figure 1. Examples of student answers on a pop quiz.

3. Modes of Spatial Reasoning

In 2007, an article called “Spatial Thinking in Early Childhood” appeared in the Journal of Geography [33]. This article was a preliminary review of research about the neuroscience and psychology of spatial reasoning, especially as it applies to children using maps and other geographic representations.

Technical note: Scholars conduct research about spatial thinking in many disciplines, including neurobiology, vision science, psychology, linguistics, architecture, planning, robot engineering, and artificial intelligence, as well as geography, cartography, and geospatial information systems. Some of this research is greatly aided by new technologies for brain scanning and eye tracking. There is also a substantial body of research about spatial perception and reasoning by congenitally and late-blinded individuals. A review of this research is far beyond the scope of this paper, but one should note that it has provided insights that are also relevant for sighted individuals. Unfortunately, researchers in all these different disciplines often use different words for the same basic idea (or, even worse, they mean different things when they use the same words). This complicates the task of reviewing research and drawing conclusions.

Based on the research at the time, the Journal of Geography article described eight different ways in which a child’s brain could organize geographic information by engaging different brain networks. One important implication is that dissimilar brain networks could offer a reason for some individual differences in the classroom. Despite literally thousands of research studies since then, the basic list of eight modes of spatial reasoning still appears reasonably sound (see the Appendix A for a summary of the process used back in 2007 to identify neurologically distinct modes of spatial reasoning).

The following paragraphs have capsule descriptions of each of these modes of spatial reasoning. These feature a brief review of key research that has been performed since 2007, including some candidate topics for future inquiry (like an early-grade version of the GIS research agenda described by others [34–36]).

a. Comparison. The process of comparing sizes is not the first thing that happens in the visual brain, but it is a good place to start because it is neurologically the most distinctive. When people compare sizes or amounts, brain scans always show activation in a relatively small brain “valley” located behind and above the ear, primarily on the left side of the head. Brain cells around this fissure, called the intraparietal sulcus, become active when people make many kinds of quantitative comparisons, from the loudness of sounds to the numerosity, size, brightness, or color intensity of visual objects [37].

Why is this important? Because numerosity, size, brightness, and color intensity are visual variables that cartographers use to make maps of topics like crops, city population, temperature, or per-capita income [38].
The location and general role of this brain network were already fairly well understood back in 2007. Since then, however, there has been a simmering debate about the nature and even existence of a “mental number line” to support quantitative comparison. Many researchers (and there have been a lot of them) have explored the idea that brains have specific structures to represent magnitudes [39–49].

Amid all this controversy, there seems to be an early consensus that the mental processing of numbers is logarithmic—the perceived “distance” between small numbers like 3 and 4 is greater than the apparent spacing between higher numbers like 25 and 26 [50,51]. This helps explain why a circle with twice the area of another circle on a map does not look twice as big. For half a century, thoughtful cartographers have deliberately exaggerated the sizes of larger circles in order to maintain what they call “psychophysical” accuracy on maps that show quantities, such as the populations of cities or the amount of iron produced from different mines [52,53].

Using this same brain network to compare the brightness or intensity of colors, people can also easily tell the difference between small percentages of color on a map (say 10 vs. 20 percent), but they have a hard time seeing a difference between 80 and 90 percent of a given color. For this reason, thoughtful cartographers have chosen sequences of colors to fit this perceptual non-linearity [54,55].

In the internet age, with masses of static and interactive maps available online, one point is worth emphasizing to students: good cartographers carefully design symbols to compensate for these well-known visual effects, as well as for red–green “color blindness” and other common forms of visual impairment. Unfortunately, many self-taught internet mappers do not seem to be aware of these issues.

One important message for teachers, therefore, is that students need to be cautioned to read map legends carefully because many internet (and even some textbook) mapmakers do not always understand the basic principles of visual size or brightness comparison. The best way to promote this awareness is through well-designed map-making activities, preferably linked with inquiry about important environmental or economic issues. It also helps to trigger the comparison network in students’ brains by just casually mentioning size differences, like “on this satellite image, the tan area in northern Africa is a desert called the Sahara—As you can see, it’s at least three times as big as the green rainforest near the equator. The southern desert is called the Kalahari—how does its size compare to the rainforest area?”

Sample research questions: What insights from math educators could help geography teachers design better lessons (and vice versa)? How effective are different ways to “nudge” students to shift from a classificatory (qualitative) to a comparative (quantitative) mode of perception and analysis? What kinds of size comparison activities are likely to be most effective for students who come from different backgrounds? How should comparison activities be deployed for different topics, like deforestation, trade, crime, or voting? Note: Research questions about the effectiveness of specific student activities or nudging strategies will also be appropriate for every other mode of thinking in this article. So, on to the next one.

b. Region (Group). Of the eight modes of spatial thinking described in the 2007 article, the idea of region is the only one listed among the “Five Themes of Geography” that became popular in the late 20th century. There may be a good reason for this—A process similar to regionalization is usually the first thing that human brains perform when they start interpreting a visual image. This neurological priority makes sense because the visual system must decide whether a particular patch of light or color is a separate object before it is possible to name it, compare it with another one, see what it is inside or between, or describe its direction or distance from something.

Brains identify visual entities by grouping similar patches of color, texture, orientation, or brightness. Our visual systems effortlessly (and usually unconsciously) decide that these green specks are part of a tree, while those shiny blue areas are part of a car, and so
This grouping process, however, is still not well understood. As one research team wrote: “Across the natural world as well as the artificial worlds of maps, diagrams, and data visualizations, feature similarity (e.g., color and shape) links spatially separate areas into sets. Despite a century of study, it is yet unclear what mechanism underlies this gestalt similarity grouping” [quote from [56]; see also [57–64]].

One fact is important for teachers: the brain networks that identify trees or houses are the same ones that become engaged when a person groups a bunch of dots or similarly colored counties into a visual region on a map. The brain does this grouping only if the colors are similar enough and if the dots or color patches are close enough to each other. And this, in turn, is the core definition of a geographic region—A group of places that have something in common and are close to each other.

Mapmakers often do this grouping for the viewer by drawing a line around a group of similar places and painting the resulting area a distinctive color (as on the study map of African ecoregions in Figure 1). Students, however, need to learn that someone had to make decisions about similarity and closeness in order to make this kind of map. In other words, students need to realize that all maps of regions are human creations. The makers of these maps have to make specific decisions about regional boundaries in addition to the usual choices about what reference features to put in and what to leave out. A geography curriculum should, therefore, provide plenty of opportunities for students to work with raw data and make regional maps themselves, preferably of topics that are causally important. If this sounds like an argument against teaching map skills with already-completed maps of “kid-friendly” topics like UFO sightings or soft-drink names, so be it. A better alternative is for students to make their own regional maps of topics important in other subjects they are studying in the same part of the school year. Then, they can make frequent use of these mental maps to help them interpret maps of other topics. This is the logic behind the creation of online “clickable” maps that allow users to select topics for display (e.g., http://textbooks.wmisd.org/GeographicBigIdeas.html accessed on 16 November 2023).

Sample research questions: Because the first topics for regional mapping in each school year are likely to be the most memorable, what specific topics can help build the most useful foundation for later inquiry in that class? (This question is likely to have different answers in states where the social studies standards for a particular grade level might mandate a focus on the state, the country, a hemisphere, or the world.) What is a plausible learning progression for map complexity, from simple maps that have well-defined visual regions to more complicated ones with multiple regions, fuzzy boundaries, and many outliers or inliers? How can classroom, playground, and local community maps be designed and used to support the skill of identifying regions as well as decoding specific symbols? What role could aerial photographs or satellite images play in this skill development?

Technical note: Unfortunately, a discussion of regionalizing as a grouping process is complicated by the fact that some geographers recognize many different kinds of regions, including formal regions (as described above), functional regions (places that are connected in some way), administrative regions (areas defined as regions by government or business), multi-factor regions (statistically similar places), and folk or vernacular regions (regions perceived as such by a group of people). Some geographers also talk about “subregions” within regions, “parallel regions” on other continents, or a “regional scale” between state and country. Meanwhile, teachers rightly complain that these complications are perplexing and hard to teach. In effect, a simple and powerful organizing tool has been turned into a confusing vocabulary exercise. We cannot solve this problem here except to urge teachers to be precise in their use of terms like “region” and so on to the next mode of spatial thinking.

c. Enclosure (Hierarchy, Inside-ness). Separate brain networks deal with the relationships between small features that are part of larger ones [65–68].

The simple geometric notion of “inside” is useful when talking about many geographic features, such as small watersheds inside of larger ones, counties inside states, store service areas inside larger warehouse service areas, and so on. Hierarchical thinking can help
people trace water pollutants as they move downstream and are diluted by mixing with water from other tributaries in a larger watershed. Hierarchical thinking also helps students in civics classes debate whether specific kinds of problems should be handled by township, county, state, or federal governments—A political hierarchy of nested areas that was created specifically to address problems that present themselves at different scales. In short, it is both neurologically sound and geographically useful to treat the idea of enclosure and the resulting spatial hierarchies as a separate form of spatial reasoning.

Sample research questions: How many levels in a spatial hierarchy are appropriate for students making physical, economic, or political hierarchies in a specific grade (like first graders making a hierarchy of “all my insides” to describe their home address, as a room inside a house numbered ___, inside a street named ___, inside a town named ___, and on through state, country, continent, planet)? At what age (and in what context) is it appropriate to begin building a hierarchical mental map of the world, with important countries within continents and important cities within countries? What kinds of activities can help students begin to link current events with their developing world map?

d. Proximity (nearness, aura, influence area). Fifty years ago, a geographer named Waldo Tobler called proximity “the first law of geography”. He wrote, “everything is related to everything else, but near things are more related than distant things” [69].

As noted above, assessing the closeness of similar objects is part of the process of regional grouping [59]. Proximity, however, is also important when we are considering the relationship between things that are different rather than similar. For example, the analysis of proximity can help people assess how house values are affected by things like noisy airports, nice parks, smelly smokestacks, or nuclear reactors [70,71].

Proximity is also important in geopolitics—To understand any geopolitical situation in history or current events, students need to know what other countries are nearby. At a more personal scale, proximity is a consideration in selecting a site for a business, a destination for a trip, or even a place to live. Is this house or apartment close to stores, school, a favorite restaurant, or public transportation?

In a classroom, note that deliberately engaging a “proximity viewer” can also help students remember a map like the one about Africa. The key is to encourage the students to look at the map and name the plant cover that occurs close to another prominent feature, like the equator, the Nile River, or a Tropic line.

In short, Tobler made a good point: proximity (and the ability to discern it on a map) is indeed a crucially important concept in geography. It is as important as, but qualitatively different from, ideas like regional group or area hierarchy (and it uses a different, parallel brain network). A valid assessment of geographic proximity, however, is not just a matter of using the map scale to estimate or measure distance. A place that is connected by a good road is “closer” than a place on the far side of a high mountain or impassable swamp. Assessing the effect of barriers or avenues, however, usually involves engaging another brain network, one that makes a sequence of observations in order to look at how conditions change between two places. That is the next mode to be considered.

Sample research questions: What manipulables or kinesthetic activities can help students learn how to measure distance in a classroom or on the playground? What is an appropriate balance between individual exploration and step-by-step guidance in learning how to use different kinds of map-scale indications? What pair of locally significant landmarks or places can be suggested as a kind of distance indicator that students can use to give other distance statements a more concrete meaning? What inquiry activities can help students learn that factors like prevailing wind, land slope, or population density can cause the influence of something to extend farther in particular directions?

e. Spatial Sequence (transition). The nature of change from one place to another can often be described as a kind of slope, a physical slope in the case of a landform, or a mathematical slope of something more abstract, like annual rainfall, population density, or per-capita income. Describing a slope involves two reasoning skills: comparing and sequencing. To measure a hillslope, for example, a surveyor makes a sequence of
observations along a line going uphill and then compares their elevation. The same mental procedure is used when skillful viewers look at maps of things like temperature, crop yield, or house value. The goal is to “see” the relative position of highs, lows, and gradients on the map, not just to obtain one fact, like the amount of rain at a specific place. To achieve this, viewers must force their eyes to look at a number of places along a line and then use their brains to draw a conclusion about how things change from one end of the line to another (like going north from the rainy equator to the dry Sahara in Africa).

Expert map readers use this skill quite frequently (often unconsciously), but novices often find it difficult. For this reason (and because graph reading is also a worthwhile skill), geography teachers could work with math teachers to use geographical examples when teaching about bar and line graphs. Students can learn to visualize the slope on a contour map by making a side profile or cross-section of the land. This visual aid is a graphic depiction of a sequence of elevation observations along a line. While it is true that modern GIS software can make a profile graph in microseconds, the ultimate goal is not just to see a particular profile; it is also to develop the skill to recognize a gradient without taking the time to make a graph.

Remembering a sequence of observations in proper order, however, is a complicated mental process. Many psychologists and neuroscientists have tried to figure out how people carry it out (and why some people have difficulty with it). Some analysts view it as a kind of temporal position-linking process, using a brain network on the lower right side of the head to build a separate memory of the measurement or observation that is associated with each position along a sequence. Other studies seem to conclude that sequencing engages a different brain network, including some parts of the frontal lobe. Moreover, organizing knowledge by association or sequencing can provide different perspectives on similar issues. For these reasons, it seems worthwhile to continue regarding spatial sequencing as a qualitatively different kind of reasoning from spatial association, the topic of the next section [72–75].

Technical note: Reviewing research about spatial sequences is complicated by the fact that some researchers use the phrase to describe a temporal sequence of different locations that are viewed in a specific order, like visually jumping around a clock face to look at (and remember) the 3, 8, 2, and 5 in that order. In geography, however, a spatial sequence has a spatial order, like the stops on a bus line or scenes along a path.

Sample research questions: What activities might help students see how the analysis of a spatial sequence in geography involves a kind of reasoning that is similar to number lines in mathematics, timelines in history, and even musical notation [76–78]? When asking students to arrange photos in order along a path, how many separate images constitute a reasonable challenge for students at a specific age? What age or other student characteristics might guide the use of two different strategies for building a mental map of the United States: a traditional puzzle approach, which involves looking at the shape of the state and trying to figure out where it fits on the map, or a spatial-sequence game that involves naming two states and asking for the name of the state that is between them? What kind of place-sequencing games or other activities might provide timely support for primary school teachers when they try to get beginning readers to process sequences of letters into words, words into phrases, and phrases into sentences [79]?

f. Spatial Association. To many neuroscientists and psychologists, a spatial association is simply an association of some fact with a location in space, like mentally associating the Eiffel Tower with a place called Paris. Meanwhile, geographers (especially GIS specialists) and many psychologists have a narrower definition: a spatial association is a pair of features that tend to occur together in many places—like peanut butter and jelly, caves and limestone, or mosquitoes and malaria [80,81]. At its extreme (i.e., with perfect correlation), “you do not see one without the other”.

Technical note: The concept of association is important in many disciplines, but unfortunately, they often use different words, including coincidence, conjunction, correlation, interdependence, joint probability, pairwise occurrence, and statistical regularity. This
complicates the strategy of using keywords in a web search for research articles. Teachers in upper grades need to be aware of at least the possibility of these synonyms to ease confusion when students happen to encounter them in web searches.

The example of malaria shows why spatial associations are important in geographic inquiry. Comparing maps to see whether specific things often occur together is a very useful way to identify possible causes (and to rule out implausible ones, as in Figure 2). The notion of association can also help people remember the general positions of geographic regions. For example, a teacher could have briefly mentioned malaria and then projected a map of its occurrence to help students remember the general position of humid rainforests and floodplains in Africa [82].

![Investigating Spatial Associations: Malaria and Possible Vectors](image)

Figure 2. Investigating Spatial Associations: Malaria and Possible Vectors.

Identifying spatial associations is a particular strength of the Geographic Information System (GIS). The ease of map overlaying and statistical comparison within a GIS has tempted some students (and even some GIS teachers) to see this as the main mode of spatial reasoning. To counter this temptation, teachers should remind students that spatial association is like region, sequence, enclosure, or analogy—it is just one of several different ways of organizing and analyzing geographic information.

Sample research questions: What in-home, in-school, or in-community pairs of things might serve as useful examples of spatial associations for students in rural, suburban, or urban environments? What features do students associate with specific kinds of places in their home community or state (like gas stations with freeway exits, stoplights with busy streets, or law offices with courthouses)? What topic has the most “predictive power” (the largest number of meaningful spatial associations) to help students remember the geography of other features within a given area? For example, what feature in your state is as useful as knowing the latitude in Africa, the length of growing season in Michigan, or the elevation in Colorado? Could this preferred state feature be different for students in different grades or in the context of different inquiries?

**g. Spatial Pattern** (arrangement, shape). The definition is simple: a spatial pattern is a non-random arrangement of things. Human brains “naturally” try to see faces or other patterns when they look at things like clouds, rocks, boxes, chessboards, graphs, or maps [83,84]. When people are instructed to study a map and look for patterns, they often start by noticing obvious imbalances within an area, like “the copper mines are mostly in the western part of the continent”. With practice, they learn how to discern and describe other kinds of spatial patterns—clusters, alignments, rings, wavelike patterns, and so forth.

Unfortunately, “pattern” is another word, like region, that has a number of different meanings, from drum sequences and dance moves to chemical bonds and snowflake shapes. When describing a map, people sometimes use “pattern” in ways that overlap with the ideas of region, association, hierarchy, or sequence [85]. Meanwhile, research by vision scientists may justify treating things like balances, alignments, waves, and symmetries as separate ways of organizing geographic information. The neural processes are complex,
and evidence for clearly separate brain networks is still inconclusive despite a lot of ongoing and often very specific research [86].

At this time, it may be safer to err on the side of caution and continue to use the term “spatial pattern” to describe any non-random spatial arrangement of things. It is more important for teachers and students to realize that the ability to recognize and describe patterns, shapes, and symmetries on a map is a cumulative skill. As people learn more about the world, they become able to see and name more different kinds of patterns on maps.

The rationale for searching for map patterns is simple—when things are arranged in a non-random way, there usually is a cause. For example, when a map shows several earthquake epicenters arranged in a line, geologists infer the presence of a linear fault in the rocks there. When robberies occur in a few clusters on a street map of a city, crime investigators want to know who lives there and whether there is something about the area that makes robbery attractive as a “career choice”. When half a dozen capitals of ancient African empires occur in a narrow band between 14 and 16 degrees north latitude, it might be worthwhile to inquire about the environment there, like what animals can be hunted there, what crops can be grown in that rainfall belt, what trade routes go there, or what diseases do not occur there. In short, when people see a non-random pattern on a map, they often try to form hypotheses about causes. An important part of geographic analysis is the three-part process of harnessing this instinctive pattern-seeking activity, learning the words that, over time, have become conventional names for specific patterns, and channeling the results into a rigorous inquiry into possible causes.

Sample research questions: What guidelines can help geography teachers choose effective local examples to illustrate different kinds of spatial patterns, e.g., lines, rings, clusters, etc.? What desktop manipulables are effective in engaging students in the process of creating and naming spatial patterns? How can specific words about spatial patterns help students discriminate letter shapes when learning to read? (See [87] for a discussion of research about the neuroscience of visual symmetry as a particular kind of spatial pattern and its application in teaching students how to read.)

**h. Spatial analogy.** Like a verbal or mathematical analogy, a spatial analogy is easier to illustrate than to define in a simple way. For this reason, teachers need to find good local examples so that prior knowledge of facts can help students to concentrate on the spatial relationship. In Michigan, for example, an effective example is an analogy about lake-effect snow. Even very young children know that places that are close to Lake Michigan tend to get more snow than places in a different position in the lower peninsula. To extend the prior knowledge of students, a Michigan teacher can make a simple spatial analogy, like “Buffalo, New York, is to Lake Erie as Muskegon is to Lake Michigan. Both cities are east of a large body of water in an area where the wind usually blows from west to east, and the similarity of their positions gives both cities a well-deserved reputation as a very snowy place”. In Nevada, with its swarm of separate mountain ranges, one might point to the similarity of vegetation at the same elevation on different ranges. Growers of wine grapes note that the desirable climate of France, with mild, rainy winters and hot, dry summers, is also found in analogous locations in California, Chile, and Australia. Meanwhile, urban geographers note that a gentrifying old warehouse district between the central business district and an old railyard in Lincoln, Nebraska, is analogous to similar areas in many other cities. This knowledge is useful to realtors and entrepreneurs because areas like this have become trendy residential districts for graphic artists and other young professionals in many cities. As a result, they are also good locations for “experimental” restaurants and microbreweries. In short, a spatial analogy is a structured comparison of something that can be observed in similar positions in two different cities, mountains, watersheds, continents, or other areas. Reasoning with spatial analogies engages brain networks that are different from those used in outlining regions or looking at spatial hierarchies, sequences, associations, or patterns. Analogic reasoning, therefore, can provide a different perspective on many practical questions.
In a more abstract sense, a map is a spatial analogy [88]. A place that is east of a lake in real life is portrayed as east of the lake on the map. Likewise, a feature that is between a central business district and a railyard on a map has the same position in the sequence of places in the real world. In short, a map symbol does not just identify something and show where it is located but also lets the reader see what is close to it, east of it, uphill from it, connected by a road, and so on. Once students grasp this idea, the map becomes a vastly more powerful tool for investigating other relationships in the world [89]. This use of analogy in learning, in turn, appears to have an influence on brain connections and, thus, on future perception [90–93].

Sample research questions: What familiar objects can be cited as illustrations of analogous positions (like the front, side, and back of a person’s head or of a bicycle, car, or house)? What local examples can ease the transition to a more abstract understanding of the idea of structural alignment, the key concept in constructing or interpreting a spatial analogy? What clues should a teacher provide in order to guide students in choosing a place that is spatially analogous to their school or home community (i.e., “in a similar position in another state or country”)?

Unfortunately, some language arts curricula treat analogies and metaphors as advanced topics to be taught in later grades. For example, the Common Core first introduced the idea of analogy as a rhetorical device in 11th grade. This is at least ten years after the age when human brains start performing this kind of reasoning [94–97].

This observation about a mismatch between developmental psychology and curriculum design leads us to a closer (but very brief) look at other links between spatial thinking, reading, and math.

4. Spatial Thinking, Language Arts, and Mathematics

A focus on spatial analogies, sequences, patterns, and other spatial relationships on maps can be a good way for geography lessons to support instruction in both language arts and mathematics. The simplest analogical fact about a map is the idea that a square near a line on a map can represent a desk near a wall in the room. A well-designed classroom mapping activity, therefore, can help some pre-school students get over the hurdle of realizing that a shape like “3” can represent a number of blocks or paperclips, and a shape like “M” can represent the sound you make by humming with your lips closed [98].

The curricular links go far beyond this simple notion of symbolic representation, however, because there is considerable evidence that children use spatial cues to help form and organize their mental representations of both letters and numbers [99–109].

In short, providing engaging illustrations of the idea of symbolic representation offers a good first reason for teaching map skills in primary school. Map instruction also gives teachers a richer vocabulary and a wider range of examples for other troublesome aspects of math and language arts. As neuroscientist Stanislas Dehaene wrote in an important research summary:

“Visuospatial attention is of paramount importance to the normal development of reading. Good decoding skills do not arise from associations between letter [shapes] and speech sound alone–letters must also be perceived in their proper orientation, at the appropriate spatial location, and in their correct left-right order. In the young reader’s brain, collaboration must take place between the ventral visual pathway, which recognizes the identity of letters and words, and the dorsal pathway, which codes for their location in space and programs eye movements and attention. When any one of these actors stumbles, reading falls flat on its face”.

S. Dehaene, Reading in the Brain, p. 298, emphasis mine [110].

When students are guided to think about location, orientation, left–right order, and other spatial relationships in making and interpreting maps of their desks, classrooms, and playgrounds, they are using some of the same skills (and brain networks) that they employ to recognize the following:

- The difference between a written “b” and “d” (or “n” and “u”) is the direction it faces;
- The difference between “tar”, “art”, and “rat” is the spatial sequence of the letters;
- proximity helps clarify what “white” modifies in a phrase like “White House lawn”; 
- Prepositions are spatially close to and logically associated with nouns, not verbs;
- Spatial transitions can offer concrete examples that can illustrate different kinds of abstract mathematical gradients on graphs;
- Spatial frameworks can be useful in organizing some kinds of writing (and making sense out of reading some kinds of texts).

As a logical framework for organizing text, the Common Core mentions causal and chronological themes but fails to note spatial themes. These include place comparisons, panoramic surveys, point-to-point walkthroughs, scale-changing zoom-ins or -outs, and analogies with other places. For many topics, a spatial organizing theme can help writers create more effective prose. Spatial frameworks can also help readers organize ideas as they read some kinds of text [78,111,112].

Exploring these links between spatial thinking, reading, and math, however, is much too broad a task for this brief review of spatial thinking research. Space also precludes any consideration of the uses of spatial thinking in other disciplines, such as history, economics, or earth science [113]. Let us, therefore, consider a summarizing example from a primary school classroom before concluding this article.

5. An Example from a Primary School

For several days, the children in an eight-room K-1 school in Harlem, New York, had been adding details to a model of their classroom. Each classroom model started as a big open-top box with drawings of the classroom windows taped to one inside wall of the box. One of the first tasks for the students was to “turn the model so that it lines up with our room”. This simple but important activity reinforced the idea of representation and helped the children take ownership of the model.

Over the next few days, the students added pieces of colored paper to the walls of the model to represent the door, the green board, the clock, and other things attached to the walls in the classroom. Then, teachers taped big letters (N, E, S, and W) on the appropriate walls, and students used small letters to name the corresponding walls in their model. Teachers could then use those direction names in games and other classroom activities (like “line up near the west wall so we can walk to the cafeteria”).

Then came “rug-in-the-model day”. Each classroom had a large, colorful rug where the children sat for story time. The teachers had already used the rug to illustrate some geographic ideas. For example, “Last week we colored the flower between the M and the O on our map of the rug. Now that we have named the walls in our room, let’s turn our rug maps to fit the room and then color the flower in the southeast corner of our map of the rug”.

On the rug-in-the-model day, the teacher held up a drawing of the rug at an appropriate scale and asked groups of students to put the rug symbol “where it should go in the model of our classroom”. Observers described this as a high-interest activity in every classroom. Students vied for the privilege of being in the group to place the model rug into the box. In room after room, however, students approached the model classroom and placed the rug right in the middle, in some cases, high-fiving each other and grinning about a job well done.

Several teachers noted this and learned how to phrase a very important follow-up question: “Good job! But is the rug really in the middle, or is it closer to the windows? or maybe near the corner by the greenboard?”

Hearing this, the same students went back to the box and pushed the model rug closer to the wall or corner to match where it was in their room. One observer commented that she could almost hear their minds click to another track as they switched from an enclosure perspective (“it’s inside the room”) to a more complicated and accurate proximity perspective (“it’s closer to the greenboard wall”). Neuroscience research tells us that the brains of these students were already performing several kinds of spatial thinking. The
follow-up question helped these young students access more of these parallel ways of thinking about the geography of their classroom [114].

In short, timely teacher prompts can push students to use different modes of spatial reasoning. This suggests another category of research questions (which can be asked about the Africa map in Figure 1):

What prompt could push students to refine a simple hierarchical notion—“The Sahara is a dry area inside Africa”—and replace it with a more nuanced proximity idea—“The Sahara is near the north shore of Africa”—or a spatial association and inferred cause idea—“The Sahara is caused by upper-air sinking down near the Tropic line”—or a sequence/transition idea—“rainfall is high around the equator, where the rainforest is, but it decreases to a low near the Tropic of Cancer, where the Sahara is”?—or a causal extension via analogy—“The Sahara is a vast desert in northern Africa, formed by the same process that made smaller deserts at similar latitudes on other continents”.

Better still, we should not wait until high school to teach about environments in Africa. Teachers could read aloud about camels in first grade. (Kids like these ungainly animals, especially after viewing videos that show how camels chew sideways, slobber a lot, and sound like Chewbacca). Then, teachers will pass out a simple map like the leftmost one in Figure 3 and have students draw a line around “the area where camels like to live.” Teachers should have kids color that area, call it the camel region, and then describe its shape and position in words. If children do this in first grade, they will start to build a mental map of Africa. This map, in turn, can help them interpret and remember other maps in future classes: deserts in earth science, Arabic language in human geography, Islam in world history, and desertification in current events. In short, the students have not only learned how to learn from maps, but they have also added a useful mental map that can help to interpret other maps in the future.

![The Camel Region and Associated Features in Africa](image)

**Figure 3.** The Camel Region and Associated Features in Africa.

Final sample research question: What primary school map activities can provide strong foundations of map-reading skills and factual knowledge for advanced inquiry in economics, political science, history, or environmental science, as well as geography? This is, indeed, a loaded question, but it is one that geographers must answer in order to justify their place in changing school curricula.

6. Conclusions

This update is based on a review of more than 2700 relevant research studies that were published since the widely cited 2007 Journal of Geography paper about spatial thinking by young children. The main conclusion is that ongoing research continues to support the recognition of several (at least seven or eight?) different ways of organizing geographic information perceived on maps. Like the initial aspects of perception in the primary visual cortex, these modes of spatial thinking engage different brain networks. Some of these networks operate in parallel, often at the same time, but a person may be consciously aware of only one at a time.
Some topics are clearly easier to analyze using specific modes of spatial reasoning. Examples include regions for languages, hierarchies for government, gradients for precipitation or population density, analogies for climates or gentrifying neighborhoods, associations for diseases, and so forth. Many topics, however, can be viewed in several different ways. Snowfall in western Michigan, for example, can be seen as an *aura* of Lake Michigan, a *region* of heavy snow, an unbalanced *spatial pattern* of snow in the Lower Peninsula, a *spatial sequence* of declining snow depths as you go across the peninsula from west to east, or (as noted earlier) a *spatial analogy* to Buffalo, New York. A similar list can be crafted for many other topics, from earthquakes in California to trendy restaurants in urban areas. Especially important for teachers is the fact that different people seem to “naturally” prefer using different modes of thinking when looking at a map. Whether it occurs as a result of genetics or experience, this fact helps us understand why different people can see different things when they look at the same map. These differences also make it extremely difficult (if not impossible) to design a student activity or test question that reliably engages the same mode of reasoning in every user. This complication should be considered by geographers doing research on spatial thinking [115,116].

To complicate things even more, people are likely to access different brain networks during different phases of thinking about a visual image, or even something as straightforward as a math problem [117].

The good news is that every student can learn how to do every mode of spatial reasoning better. Uttal and his colleagues offer a comprehensive review, although with a focus mainly on “personal-space” topics such as wayfinding and mental rotation [118].

The not-so-good news is that teachers who routinely phrase questions that fit their own preferred mode(s) of thinking about spatial relationships may be discriminating against students who may tend to access other modes first. Teachers are people who deal with representational symbols for a living. As a result, most teachers have learned to be relatively skillful at switching from one mode of spatial, temporal, or causal reasoning to another. It is vitally important to remember that many students are just acquiring these skills. For this reason, teachers should observe how students are looking at a map and then nudge them to try other ways of “seeing” it. Many of the suggestions for future research deal with assessing the effectiveness of different ways to help students learn how to employ each mode of spatial reasoning.

A final bit of good news for teachers is that the ability to get information from a map increases as students learn to use different modes of spatial reasoning. In short, learning how to think spatially is a form of learning how to learn, and it can also help with math and language instruction, even in pre-school [119].
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**Appendix A. Technical Note about How We Know Where in the Brain We Think about Something**

It is often said that the human brain is the most complex object of its size anywhere in the universe.

Studying the human brain was really difficult a hundred years ago. Investigators could analyze animal brains, but they could not be sure that the results would apply to humans. An alternative was to find people whose brains were damaged by accidents, battle wounds, or strokes, and try to measure what those people were no longer able to do. Then,
X-ray detectors were invented, but the brain images they could provide were quite crude, and not without risk.

Then, in the late 20th century, inventors developed several technologies for observing or inactivating specific parts of living brains. These tools include Electroencephalography (EEG), Positron Emission Tomography (PET), Functional Magnetic Resonance Imaging (fMRI), Transcranial Magnetic Stimulation (TCMS), and Transcranial Direct Current Stimulation (tDCS). The first three are passive technologies—they just record the parts of the brain that become active under specific conditions, like when people do particular tasks. EEG and PET make almost instantaneous measures but are not very accurate spatially; fMRI can be spatially precise but is temporally vague. TCMS is different—it is an active technology, which can temporarily “turn off” a small brain area without lasting effects.

These technologies did not become safe enough (and cheap enough!) to use in research until near the end of the 20th century. Almost immediately, researchers in hundreds of universities and other labs around the world began to apply the new technologies to problems they were already studying. One result was a flood of publications about the brain areas that became active under certain conditions.

The next event is a personal coincidence, with two parts. One part was the fact that I had to stand in a crowded New York subway train at least a dozen times every week from 2004 through 2009. Computers and phones do not work there, conversation is difficult, and writing or dictation is impossible. In short, it was hard to do almost anything that might be useful, except read. And, because page-turning is awkward when you are standing in a crowded and randomly swaying train, it is actually better if the text is complicated and just one page can occupy attention for the whole time between stops.

The second part of the coincidence was an electronic library that allowed easy downloading of current articles from hundreds of research journals—easy to print for reading while standing in a crowded subway car.

One result of this coincidence was a rapid accumulation of illustrations and key quotations from thousands of research reports about the psychology and neuroscience of spatial thinking.

After reading the first few hundred of these research reports, it became obvious that human brains seemed to have specific areas that became engaged when people did particular kinds of thinking. Injuries or damage to these brain areas often cause significant problems in doing specific tasks, like catching a ball, recognizing a face, reading a text, or calculating a sum.

This raised a question: have researchers identified specific brain areas that became active when people think about different kinds of spatial relationships—like position inside an area, proximity to a landmark, sequences of scenes along a route, or similar places on other continents?

The next step was to try to sort the research reports into categories—groups of studies that deal with clearly different ways of thinking about the spatial relationship between places. This task was made more difficult by two simple facts. One fact is that research about spatial reasoning was being done in many different disciplines, including neuroscience, developmental psychology, vision science, linguistics, architecture, robot engineering, and artificial intelligence, in addition to geography and geographic information systems. The second fact is that researchers in different disciplines used different tests, with different tools, and often used different words for similar ideas (or, worse, the same words for different ideas). Over the next few years, an initial list of six “modes of spatial thinking” became nine, then eleven [120]. Then, we reduced the number to eight in the Journal of Geography article that is being updated here [33].

Because the research was often confusing, and sometimes contradictory, it seemed wise to adopt a fairly stiff multi-criteria method for identifying brain areas that seemed to be associated with particular kinds of spatial thinking. After some discussion with colleagues, this is the rule we chose: we will call a part of the brain “essential” for a particular kind of spatial thinking ONLY if it has been identified as such in at least three studies from different
labs, using different tools. At least one passive brain scan (either PET or fMRI) must clearly identify the area as engaged when people do that kind of thinking. In addition, at least one lesion or TCMS study must show that people are less able to do that kind of thinking if that part of the brain is damaged or inactivated. Using those criteria, we suggested that brain researchers had identified separate brain networks that support at least eight different and somewhat independent modes of spatial thinking—neurologically distinct ways to perceive and organize spatial information from maps or graphs.

Meanwhile, other scholars have proposed other lists of spatial thinking skills, and several have criticized our tentative list of eight modes. The criticisms are in two main groups—statistical studies and dismissals.

Examples of dismissals include blunt assertions that the list is “naïve,” “misguided,” or is an example of “new phrenology”. Here, it is probably wise just to acknowledge that this kind of criticism is not rare. It can be deeply counter-productive because it tends to close the discussion, but in the end, I agree with MIT neuroscientist Nancy Kanwisher, who wrote “The approach to neuroimaging in which cognitive functions are assigned to [specific] brain regions has been widely maligned as ‘mere phrenology,’ as if the label itself is an argument against the whole enterprise. But name-calling is not argumentation any more in science than in the schoolyard” [121]. In short, dismissals sting, but they are best ignored until they are supported by actual evidence.

Statistical critiques seem more scientific, and therefore they deserve more attention. Most of them used some form of factor analysis to analyze participant responses to a battery of test questions [115]. Although I was part of a research team that did factor-analytic studies of urban areas back in the 1970s, I make no claim to be a statistician. One can, however, note when the bibliography in a publication does not mention any of the books or review articles about the use of factor analysis in either psychology or neuroscience-like the widely cited 800+ page tome by J.B. Carroll entitled Human Cognitive Abilities: A Survey of Factor Analytic Studies [122]. I admit that I have not read every page of this book or even one-tenth of the more than 1400 references in its bibliography. But several chapters and a couple dozen cited articles did seem relevant and, therefore, worth reading, even before the critical articles were published. Re-reading them raised questions about the way that factor analysis was applied.

A much more serious problem is the apparent failure to appreciate the complexity of the human visual system, which has multiple parallel networks and memory systems that “see” different parts of a visual image and often function without conscious awareness. This complexity makes it difficult, if not impossible, to design a test question or prompt that reliably engages the same network in every viewer’s brain. This fact, in turn, is likely to make any factor analysis of spatial-thinking test results unreliable, even if it was done with proper methods.

Since publishing the tentative list of spatial-thinking modes in 2007, I have summarized the main results of more than 2700 new research studies, with the goal of making these summaries available online. This additional reading has added substantial support to the conclusion that human brains have separate networks that process spatial information in specific ways. This neurological fact is pedagogically important because the parallel and often unconscious operation of at least partially independent brain networks could be responsible for individual differences in the ability to do some spatial tasks, like finding locations, giving directions, or reading maps.

Somewhat surprisingly, the tentative list of eight modes that was suggested in 2007 is still useful, with four modifications. First, it would be useful to recognize two different kinds of comparison, qualitative and quantitative [123]. Second, it might be better to use the word enclosure to label the idea that was called hierarchy in 2007. This is the idea that small places can be perceived, described, and remembered as being inside of larger areas. Third, it might be desirable to divide the complex concept of spatial pattern into several subcomponents, using some mix of alignment, curvature, orientation, clustering, dispersion, several kinds of symmetry, and a notion of shape. These basic spatial relationships are all
processed in the primary visual cortex in the back part of the human brain, with slightly different but occasionally overlapping parallel structures (as described in the section about spatial patterns). Finally, thinking about a spatial analogy apparently engages a much more complex brain network than the other modes. As a result of this complexity, the way that a person uses analogical reasoning seems to be even more dependent on exactly how a task or question is presented. At the same time, the use of spatial analogy is an extraordinarily powerful mode of geographic reasoning. Its neural complexity should not be used as an excuse to exclude it from the curriculum at any grade level; the challenge is to present it in grade-appropriate ways, with grade-level topics.

With these modifications, it still seems appropriate to recognize that reading a map could involve (at least) eight different ways of perceiving and organizing spatial relationships. I submit that this way of looking at map reading is both scientifically sound and very useful in teaching geography.
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