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Abstract: This article investigates resistive random access memory (ReRAM) crossbar memory arrays, which is a notable development in non-volatile memory technology. We highlight ReRAM’s competitive edge over NAND, NOR Flash, and phase-change memory (PCM), particularly in terms of endurance, speed, and energy efficiency. This paper focuses on the architecture of crossbar arrays, where memristive devices are positioned at intersecting metal wires. We emphasize the unique resistive switching mechanisms of memristors and the challenges of sneak path currents and delve into the roles and configurations of selectors, particularly focusing on the one-selector one-resistor (1S1R) architecture with an insulator–metal transition (IMT) based selector. We use SPICE simulations based on defined models to examine a 3 × 3 1S1R ReRAM array with vanadium dioxide selectors and titanium dioxide film memristors, assessing the impact of ambient temperature and critical IMT temperatures on array performance. We highlight the operational regions of low resistive state (LRS) and high resistive state (HRS), providing insights into the electrical behavior of these components under various conditions. Lastly, we demonstrate the impact of selector presence on sneak path currents. This research contributes to the overall understanding of ReRAM crossbar arrays integrated with IMT material-based selectors.
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1. Introduction

Resistive random access memory (ReRAM) integrated with crossbar memory arrays is a transformative advancement in non-volatile memory (NVM) technology. Compared to NAND Flash, which dominates the market in terms of storage density and is commonly found in solid-state drives (SSDs) and memory cards [1], ReRAM has strong potential to compete in terms of high storage density and faster WRITE speeds, although it is still in the developmental stage and has not achieved the same level of market penetration. NAND Flash, however, does have a substantial lead in terms of cost-effectiveness, owing to its maturity and mass production, even though it falls behind in terms of endurance with ReRAM capable of surpassing 10⁶ program/erase cycles compared to NAND’s 10,000 to 100,000 [2]. On the other hand, NOR Flash, another popular NVM technology known for its random access capabilities and suitability for code storage in embedded applications, also offers high durability and fast WRITE speeds but at a higher cost per bit and slower speed than ReRAM [3]. When placed side by side with phase-change memory (PCM), ReRAM finds a closer competitor, with both technologies showcasing dynamic random-access memory (DRAM) like speeds, good endurance, and excellent scalability for future technology nodes [4]. However, ReRAM outperforms PCM in terms of energy efficiency, especially during WRITE operations, even though PCM is currently more mature in market adoption.
1.1. Crossbar Memory Arrays

The architecture of crossbar memory arrays consists of a two-dimensional matrix of orthogonally intersecting metal wires with memristive devices situated at each intersection, as shown in Figure 1. In most cases, these memristive devices are fabricated from transition metal oxides such as TiO$_2$ or HfO$_2$, which are foundational to ReRAM technology and utilize nanoionic properties to modulate resistance in response to applied electrical biases [5]. The memristor, recognized as the fourth fundamental circuit element, exhibits a unique property where its resistance depends on the history of the voltage applied and the charge that has passed through it [6]. When integrated into crossbar memory arrays, memristor locations at the intersections of perpendicular nanowires enable a non-volatile resistance-switching mechanism.

The structure of crossbar arrays: (a) the 3D physical configuration; (b) circuit diagram of a memristive crossbar array.

The architecture of ReRAM crossbar arrays holds potential for implementation in 3D-stacked memories as well, promising unparalleled memory density [7]. This capability is crucial for applications requiring substantial data storage in compact spaces. Regarding energy efficiency, ReRAM’s resistive switching mechanism requires less energy than charge-based memory technologies, such as DRAM or Flash, making it suitable for energy-limited applications. Additionally, the crossbar design minimizes the need for access transistors, substantially reducing the footprint of each memory cell and enhancing the array’s storage density, especially since their two-terminal structure simplifies the integration process, supporting scalability down to nanometer-scale dimensions.

1.2. WRITE and READ Operations

ReRAM’s operation is based on the WRITE and READ operations. WRITE operations require “SET” and “RESET” processes, initiated by applying positive or negative voltage biases in the case of bipolar memristors. In the case of unipolar memristors, different levels of the same polarity voltage biasing correspond to “SET” and “RESET” processes, as shown in Figure 2. The SET process induces a low-resistance state (LRS). Conversely, the RESET process restores a high-resistance state (HRS). Additionally, the resistance states are non-volatile, persisting in the absence of power. The READ operation in ReRAM devices requires precision, where a sub-threshold voltage is applied to measure the current flowing through the device, hence determining its resistance state without inducing any resistive switching.
1.3. Challenges

The crossbar memory arrays of ReRAM face the challenge of sneak path currents [8]. This phenomenon occurs when currents unintentionally flow through adjacent unselected cells during a memory operation, resulting from a crossbar array’s inherent architecture where multiple current paths exist simultaneously [9]. The problem is that when attempting to access a specific memory cell within the array, the applied voltage affects not only the targeted cell but also other cells along the same row and column, potentially leading to incorrect readout values and interference during programming operations. The severity of this issue escalates with the scaling of the array size, making it a critical concern for large crossbar memory arrays [10]. An illustration of the sneak path current in the crossbar array is shown in Figure 3.

Addressing this issue necessitates integrating non-linear selector devices that suppress the sneak path currents by providing highly non-linear current-voltage characteristics [11]. These selectors only allow current to flow when a certain threshold is exceeded, ensuring that the unselected cells are not inadvertently conducting during a READ or WRITE operation [12]. The configurations of ReRAM arrays with selectors are discussed in the following section. Another method to address this issue involves the utilization of unique voltage biasing schemes during the array operation, which are designed to minimize the potential impact of sneak path currents [13]. By carefully controlling the voltage applied to the unselected wordlines and bitlines, the influence of these parasitic currents can be substantially reduced [14]. There are typically two types of voltage biasing schemes: the one-half (½) and the one-third (⅓) biasing schemes, as shown in Figure 4. The half-voltage biasing scheme involves applying half the operational voltage to unselected wordlines and bitlines, while selected wordlines receive full voltage and selected bitlines are grounded. For instance, with a 3 V operational voltage, unselected lines are at 1.5 V, selected wordlines at 3 V, and selected bitlines at 0 V. This ensures the selected cell gets the full voltage while...
unselected cells receive only half, preventing switching. The one-third voltage scheme further improves this by biasing unselected wordlines at 1 V/3 and unselected bitlines at 2 V/3, with unselected cells experiencing V/3. This reduces unintended switching and power consumption.

![Figure 4.](image)

**Figure 4.** The two typical types of bias schemes: (a) the one-half \( \frac{1}{2} \) bias scheme and (b) the one-third \( \frac{1}{3} \) bias scheme.

Another approach is developing advanced READ/WRITE algorithms that accommodate sneak path currents [15,16]. Despite these mitigation strategies, managing sneak path currents remains a complex challenge that requires careful consideration in the design and operation of crossbar memory arrays [17].

### 2. Selectors in ReRAM Arrays

ReRAM crossbar arrays can be categorized based on the arrangement and type of resistive switching elements and the integration of selector devices. Firstly, the one-transistor one-resistor (1T1R) configuration has a transistor in series with each ReRAM cell, creating precise access to individual memory cells and mitigating sneak path currents, although this is at the cost of memory density. On the other hand, the one-selector one-resistor (1S1R) configuration replaces the transistor with a selector device, and in this way, balances performance and form factor, which is common in high-density ReRAM applications.

#### 2.1. 1T1R

This configuration offers excellent control over the cell’s operation, ensuring precise programming and readout. Using a transistor also gives the advantage of integrating the memory array with conventional CMOS circuits to allow more complex and sophisticated memory systems. However, including a transistor in the 1T1R architecture results in a larger cell size than that from the 1S1R configuration, which can limit the achievable storage density. In the 1T1R architecture, as shown in Figure 5a, the transistor serves as an access device, providing the necessary isolation for each memory cell and eliminating the issue of sneak path currents. As there is a transistor, the gate terminal is used to activate the desired resistive element.

![Figure 5.](image)

**Figure 5.** ReRAM arrays based on selector type: (a) 1T1R and (b) 1S1R.
2.2. 1S1R

On the other hand, there is the 1S1R architecture, in which each memory cell consists of a resistive switching element in series with a selector device, as shown in Figure 5b. The selector is, in this case, a non-linear device, often realized using diodes [18], ovonic threshold switches [19], mixed ionic-electronic conduction-based devices [20], or insulator–metal transition (IMT) devices [21–25]. In this article, we study the latter realization.

2.3. IMT Material as a Selector

The transition between insulating and metallic states in certain materials, known as the insulator–metal transition (IMT) or metal–insulator transition (MIT), has raised significant attention in electronics. This property transition, also known as the Mott transition, denotes a temporary change in a material’s electrical resistivity and optical characteristics under external excitement, such as heat, pressure, and electrical or magnetic fields. The Mott transition is a distinctive feature of some materials because, as explained by N.F. Mott, it originates from the complex interplay of electron–electron interactions, representing a fundamental twist from the more straightforward metal–semiconductor transitions predicted by conventional band theory [26]. For instance, IMT can be observed in vanadium dioxide (VO₂), which is a material with a well-documented history of this transition. First discovered by F. J. Morin in 1959, the IMT in VO₂ was noted to occur near a critical temperature point, referred to as the Néel temperature [27]. The substance undergoes a phase change from a nonconducting monoclinic structure phase to a conducting rutile structure phase at a relatively low thermal threshold of about 67 °C, making it an excellent material for applications operating not very far from room temperature. The resistivity change versus temperature is illustrated in Figure 6 [28].

![Figure 6](image)

**Figure 6.** The resistivity versus temperature of vanadium dioxide.

Inducing the IMT in materials like VO₂ can be achieved through various stimuli, including thermal, electrical field, optical, or mechanical stress, and each can provide specific characteristics and functional behaviors to devices. Also, the material’s environment or the surface it is attached to can significantly influence the temperature at which the material changes and how much its electrical resistance changes [29].

3. Simulation Models

This article investigates and studies the SPICE simulation models of the 1S1R ReRAM array configuration. The selector is an IMT resistor that is made of VO₂. The memory cells are TiO₂ film memristors. In the following subsections, we demonstrate the simulation models of both the selector and the memory element that are used in the simulations we report in this paper.
3.1. IMT Model

IMT devices can be effectively modeled as volatile memristive systems. These systems are two-terminal devices with resistance that varies based on the input registered history and the current state. Notably, volatile memristors can only maintain their altered resistance while connected to the stimuli; when disconnected, their resistance returns to its original state.

IMT devices are represented through a state equation and an output equation in this approach. The output equation is follows:

\[ I = \frac{V}{R(T(t))}, \quad (1) \]

which links the device’s internal state with its observed output. Meanwhile, the state equation is as follows:

\[ \frac{dT(t)}{dt} = r(T(t), V), \quad (2) \]

which describes the IMT device’s internal dynamics. Specifically, the output equation defines how the input voltage \( V \) and output current \( I \) relate to the changing resistance. The state variable, \( T(t) \), represents the device’s internal state.

One key aspect of the output equation is that the resistance is a function of the internal state variable and varies with time and temperature. This characteristic distinguishes IMT devices from most others, where resistance is typically constant. On the other hand, the state equation reflects how the state variable evolves over time in response to the device’s input—namely the voltage across the device. Our model, introduced for the first time in [30], builds upon and simplifies the one presented in reference [31], incorporating the hysteresis of IMT devices.

3.1.1. Temperature Evolving

The model captures the thermal behavior of IMT devices by simplifying the complex heat conduction process into a lumped thermal model. This model is presented as a first-order linear differential equation:

\[ T - T_{\text{amb}} = \tau_{\text{th}} \left( V \cdot I - \frac{dT(t)}{dt} + \frac{I^2 \cdot R_{\text{IMT}}}{C_{\text{th}}} \right), \quad (3) \]

which accounts for instantaneous temperature changes, denoted by \( dT(t)/dt \), and includes a term representing the cooling effect, where \( T_{\text{amb}} \) is the ambient temperature and \( \tau_{\text{th}} \) is the thermal time constant. This term reflects heat loss to the surroundings and the system’s thermal response.

Another critical aspect is the \( (I^2 \cdot R_{\text{IMT}})/C_{\text{th}} \) term, representing the rate of temperature increase due to Joule heating, where \( I \) is the current, \( R_{\text{IMT}} \) is the resistance, and \( C_{\text{th}} \) is the thermal capacitance of the system. This model balances heat generation and dissipation, providing a mathematic framework to predict temperature changes in IMT devices under various conditions.

3.1.2. Resistance Change with Temperature

The resistance of the IMT device as a function of temperature can be accurately described using sigmoid and exponential functions. This relationship is as follows:

\[ R_{\text{IMT}}(T) = R_M \cdot e^{-B_M(T-T_i)} + \frac{R_I \cdot e^{-B_I(T-T_o)} - R_M \cdot e^{-B_M(T-T_i)}}{1 + e^{-\frac{T-T_{\text{IMT}}}{T_s}}}, \quad (4) \]

which includes different resistances (\( R_M \) and \( R_I \)) for the metallic and insulation states, temperature coefficients, (\( B_M \) and \( B_I \)), and specific temperatures, (\( T_o \) and \( T_i \)), that mark the
start and end of the phase transition. $T_{IMT}$ represents the midpoint of the phase change, with distinct values for the heating and cooling phases. $T_x$ indicates the transition sharpness.

3.1.3. Simulation Model Code

While our model is based on the approach in [31], which used Verilog-A and did not consider the hysteresis between the heating and cooling phases, it addresses a gap in the existing literature. Our model distinguishes three states of the IMT device: heating, cooling, and equilibrium, the latter being when the temperature remains constant. These states are determined by the temperature history, represented by the state variable $T(t)$. Mathematically, we use the time derivative of temperature, $dT(t)/dt$, as shown in the code snippet in Figure 7.

![VHDL-AMS IMT model code snippet.](image)

Figure 7. VHDL-AMS IMT model code snippet.

A positive derivative indicates a heating state, where $T_{IMT}$ in the temperature equation is replaced with $T_M$ (the midpoint of the heating curve). Conversely, a negative derivative signifies a cooling state, and $T_{IMT}$ is replaced with $T_M$ (the midpoint of the cooling curve). A zero derivative denotes a state of thermal equilibrium. Additionally, our model includes an output signal that records the state change history during simulations, allowing this data to be visualized in a waveform viewer.

3.2. Memristor Model

In 2008, researchers from HP Labs reported on a two-terminal (TiO$_2$) device that depicts the memristive characteristics published by L. Chua in 1971 [6,32]. We used a memristor model available in the literature with minor modifications [33]. The proposed model in the article “Hybrid Dynamical Systems for Memristor Modelling” introduces an innovative approach to simulate memristors, leveraging the framework of the hybrid dynamic system implemented by a finite set of modes. The model is based on a set of first-order, time-invariant equations for a voltage-controlled, one-port memristive system. There are two layers in the TiO$_2$ film. One of them has high resistance TiO$_2$ (undoped layer), and the other layer is full of oxygen vacancies with low electric resistance (doped layer), as illustrated in Figure 8.

![The memristor’s (a) structure, (b) equivalent circuit, and (c) symbol.](image)

Figure 8. The memristor’s (a) structure, (b) equivalent circuit, and (c) symbol.
The state variable \( x = (w/D) \) depicts the past or the history of the device:

\[
M(w) = R_{\text{ON}} \frac{w}{D} + R_{\text{OFF}} \left(1 - \frac{w}{D}\right), \quad \text{where } 0 \leq \frac{w}{D} \leq 1.0,
\]

where applying an external bias voltage to the device generates an electric field that drives the positively charged oxygen vacancies from the doped layer to the undoped layer, altering the length, \( w \). This adjustment results in a change in the device’s overall resistivity. When the doped area spans the entire width \( D \) (i.e., \( w/D = 1.0 \)), the device exhibits a low total resistivity, indicated as \( R_{\text{ON}} \). Conversely, if the undoped area covers the full width, \( D \) (i.e., \( w/D = 0 \)), the device’s total resistivity is high, indicated as \( R_{\text{OFF}} \). This behavior illustrates the memristor’s memory effect, where it retains its resistivity level even after the removal of the bias voltage. The term \( \mu_v \) represents the ion mobility in the linear ion-drift model that is given by the following:

\[
\frac{dx(t)}{dt} = \mu_v \frac{R_{\text{ON}}}{D^2} \cdot i(t), \quad \text{where } x(t) = \frac{w(t)}{D},
\]

where the device’s physical width is designated as \( D \). The variable width, labeled \( w \), fluctuates between 0 and \( D \). Consequently, the state variable, \( x \), dependent on \( w \), falls within the range \([0,1]\). This setup enables the identification of three distinct operational modes. The memristance in

\[
v(t) = M(w(t)) \cdot i(t)
\]

becomes \( R_{\text{ON}} \) when the width \( w \) reaches its maximum value of \( D \), defining mode \( \text{ONE} \) (where the state variable \( x \) equals 1). Conversely, when \( w \) is at its minimum value of 0, the memristance shifts to \( R_{\text{OFF}} \), known as mode \( \text{ZERO} \) (with \( x \) at 0). In situations where \( w \) varies between 0 and \( D \), the memristance lies between \( R_{\text{ON}} \) and \( R_{\text{OFF}} \), characterizing this as the \( \text{FREE} \) mode.

The model code is simple and straightforward; a code snippet of the model is shown in Figure 9. Both Equations (6) and (7) are included in the model and displayed in the code. The code consists of three main parts: the domain part, where the transition between the domains is defined; the process part, which describes the changes of the state mode; and the wait part, which checks if any critical voltages are met.

**Figure 9.** VHDL-AMS memristor model code snippet.

## 4. Simulation Setup and Results

The simulations and results discussed in this section pertain to a \( 3 \times 3 \) ReRAM crossbar array. This specific array size was chosen to simplify the analysis and avoid the complexities inherent in larger arrays. Despite its smaller scale, a \( 3 \times 3 \) array provides sufficient insight to effectively replicate and understand the behavior and operational characteristics of ReRAM memory systems. It is important to note that larger memory arrays introduce increased nonlinearities, thus demanding a more comprehensive and detailed study.
The software that was used for the simulation of the ReRAM crossbar array is PartQuest Explore, which is a design, analysis, and simulation software for multi-domain systems, including electro-thermal systems, and both SPICE and VHDL-AMS models are supported [34]. The circuit schematic is presented in Figure 10. The wordlines, WL, and bitlines, BL, are biased with a programmable voltage pulse source where the rise time, fall time, pulse width, and pulse value can be changed. The resistors, $R_{\text{line}}$, are the resistances between two adjacent junctions or between a cell and voltage source and are assumed to be 3 $\Omega$. $R_{\text{sense}}$ refers to the sense resistor used to determine the state of a memory cell by measuring the voltage drop through it; here, it is set to 1.5 k$\Omega$, and the voltage drop is amplified to enhance the accuracy and detectability of small voltage variations indicative of the memory cell’s state during a READ operation.

In this example, the SET voltage is 3 V (writing 1), the RESET voltage is $-3$ V (erasing or writing 0), and the READ voltage is 1 V. The biasing schemes are applied to the wordlines and bitlines to erase the content of all memory cells and ensure a clean state for data storage, which is followed by a SET operation only on one memory cell (m11), as shown in Figure 11. This is achieved by applying the RESET voltage of $-3$ V across the relevant lines, then writing 1 only on the m11 memory cell, and then reading the status of m11. The selection of these specific voltages is critical, as they ensure optimal performance. A higher voltage, for instance, might speed up the writing process but could also lead to very high temperatures on the IMT selectors.

![Figure 10. 3 × 3 ReRAM crossbar array circuit schematic.](image)

![Figure 11. How to erase all cells, WRITE 1 on m11, and READ m11 using both (a) the one-half (b) and the one-third bias schemes.](image)
To study the effect of the selector on the memory cell’s performance, we focused on altering two critical parameters in the selector model: \( T_{\text{amb}} \) and \( T_{\text{IMT}} \) (average value of \( T_{\text{IM}} + T_{\text{MI}} \)). \( T_{\text{amb}} \) is a crucial factor as it represents the operating environmental conditions of the memory cell, which can drastically affect its stability and lifespan. On the other hand, \( T_{\text{IMT}} \) is selected for its direct influence on the memory speed and the amount of Joule heating required to switch the selector status. The effect of changing \( T_{\text{amb}} \) by \( \pm 10 \) K on the memory cell and the selector is illustrated in Figure 12, and the effect of changing \( T_{\text{IMT}} \) by \( \pm 5 \) K on the memory cell and the selector is shown in Figure 13.

In the m11 memristor, the state variable \( x \) begins at 0.1, reflecting all memristors’ initial conditions in the circuit, and this can be set in the simulator. It then drops to 0.0, indicating a reset to the HRS, and later reaches its maximum at 1.0 when m11 is set to the LRS, as observed in Figures 12 and 13. It is noted that higher ambient temperatures accelerate the transition from HRS to LRS, while higher critical temperatures slow it down. The fluctuations in resistance and temperature graphs (short dips and peaks) correspond to brief lags in memristor and selector responses during memory cell status changes.

Figure 14 presents the V-I curve that illustrates the electrical characteristics of the memory cell and its associated selector. This graph explains how these components behave under varying electrical conditions. Notably, two critical lines are highlighted on the graph: the LRS and the HRS. The LRS line represents the state where the memory cell exhibits low resistance, typically associated with the “on” or “1” state, facilitating higher current flow. In contrast, the HRS line depicts the memory cell in a high resistance state, analogous to the “off” or “0” state, where the current flow is significantly reduced.

![Figure 12. The behavior of m11 and s11 at different ambient temperatures.](image-url)
In the m11 memristor, the state variable $x$ begins at 0.1, reflecting all memristors’ initial conditions in the circuit, and this can be set in the simulator. It then drops to 0.0, indicating a reset to the HRS, and later reaches its maximum at 1.0 when m11 is set to the LRS, as observed in Figures 12 and 13. It is noted that higher ambient temperatures accelerate the transition from HRS to LRS, while higher critical temperatures slow it down. The fluctuations in resistance and temperature graphs (short dips and peaks) correspond to brief lags in memristor and selector responses during memory cell status changes.

Figure 14 presents the V-I curve that illustrates the electrical characteristics of the memory cell and its associated selector. This graph explains how these components behave under varying electrical conditions. Notably, two critical lines are highlighted on the graph: the LRS and the HRS. The LRS line represents the state where the memory cell exhibits low resistance, typically associated with the “on” or “1” state, facilitating higher current flow. In contrast, the HRS line depicts the memory cell in a high resistance state, analogous to the “off” or “0” state, where the current flow is significantly reduced.

To address the issue of sneak path current $i$ in crossbar memory arrays, Table 1 presents data on current flow through each memory cell, highlighting the selector’s role in minimizing these currents. This simulation data, gathered during the “write 1” and “read” operations, examines the effects of different biasing schemes, namely the one-half and one-third voltage biasing, both with and without the selector present. The notable differences in current values highlight the importance of these schemes and the selector in enhancing memory operation efficiency and reducing energy consumption.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Writing 1 at m11</th>
<th>Reading from m11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biasing Scheme</td>
<td>1/2</td>
<td>1/3</td>
</tr>
<tr>
<td>Selecto $r$</td>
<td>without</td>
<td>with</td>
</tr>
<tr>
<td>Main Current at m11</td>
<td>2003</td>
<td>1870</td>
</tr>
<tr>
<td>Sneak Current at m2, m13</td>
<td>320.2</td>
<td>34.18</td>
</tr>
<tr>
<td>m2, m23, m32, m33</td>
<td>−99.4</td>
<td>−27.08</td>
</tr>
<tr>
<td>m22, m23, m32, m33</td>
<td>−25.7</td>
<td>−1.05</td>
</tr>
</tbody>
</table>

All values are in $\mu$A.
To address the issue of sneak path currents in crossbar memory arrays, Table 1 presents data on current flow through each memory cell, highlighting the selector’s role in minimizing these currents. This simulation data, gathered during the “write 1” and “read” operations, examines the effects of different biasing schemes, namely the one-half and one-third voltage biasing, both with and without the selector present. The notable differences in current values highlight the importance of these schemes and the selector in enhancing memory operation efficiency and reducing energy consumption.

Table 1. Current flow on each memory cell during writing 1 and reading processes.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Writing 1 at m11</th>
<th>Reading from m11</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Biasing Scheme</td>
<td>1/2</td>
</tr>
<tr>
<td>Selector</td>
<td>without with</td>
<td></td>
</tr>
<tr>
<td>Main Current at m11</td>
<td>2003</td>
<td>1870</td>
</tr>
<tr>
<td>Sneak Current at</td>
<td>m12, m13</td>
<td>320.2</td>
</tr>
<tr>
<td></td>
<td>m21, m31</td>
<td>99.4</td>
</tr>
<tr>
<td></td>
<td>m22, m23, m32, m33</td>
<td>–25.7</td>
</tr>
</tbody>
</table>

All values are in µA.

5. Conclusions
This research advances the understanding of resistive random access memory ReRAM crossbar arrays, particularly highlighting the integration with insulator–metal transition (IMT) based selectors. Through detailed SPICE simulations of a 3 × 3 ReRAM array with vanadium dioxide selectors and titanium dioxide film memristors, we have demonstrated how variables, like ambient temperature and critical IMT temperatures, influence memory behavior. The models used in the simulation are explained and written in VHDL-AMS language. We demonstrated the critical role of the IMT selector in mitigating sneak path currents and enhancing the ReRAM operation. These selectors are self-excited by the Joule heating dissipation. Additionally, this study confirms the effectiveness of appropriate voltage settings and biasing schemes in controlling sneak path currents, with significant implications for memory dynamics. This work contributes to the field, offering an insight into ReRAM’s selectors operational dynamics and paving the way for more efficient and reliable non-volatile memory designs.
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