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Abstract: Whereas detecting individual vehicles in a video image using a convolutional neural
network (CNN) prevails for traffic surveillance, CNNs also have been successfully adapted to
counting vehicles via a regression method, which conveys the advantages of simplifying the model
structure, and inference time can be reduced in the field. This model also demands much less human
effort to tag images with labels. The number of vehicles in an image becomes the label, rather than
bounding boxes drawn around every single vehicle. Nonetheless, the labeling task takes considerable
time whenever a CNN model is trained and tested for a new road segment. There are two ways
to alleviate the human effort involved in using this method. A previous study used a pseudo label
pre-training method, and another study employed an image synthesis method to solve the problem.
Besides these two methods, we investigated the model transferability to reduce the labeling effort.
Using a CNN that was fully trained on images of a road segment, we devised a robust way to
utilize the trained model for another site by transforming the model output with a simple quadratic
equation. The utility of the proposed method was confirmed at the expense of a minute amount of
deterioration in accuracy.

Keywords: model transferability; traffic surveillance; convolutional neural network; traffic density

1. Introduction

The traffic state is represented by traffic volume, density, and space mean speed in
conventional traffic theory. The relationship between the former two traffic parameters
constitutes the fundamental diagram of traffic flow. The space mean speed is inversely
proportional to the traffic density. The traffic volume can be computed as a product of
traffic density and space mean speed. In the field of traffic engineering, measuring both the
traffic density and the space mean speed is crucial to determining the level of service (LOS)
of the traffic state of a road segment. The two parameters along with the traffic volume
are basic indicators of the performance of traffic control and management [1]. However,
a conventional space-based measurement depends on loop detectors that cannot directly
measure the density and speed for a road segment.

The traffic density should be indirectly approximated from the results of a loop
detector. A spot detector can measure the occupancy of a specific road segment, which
indicates the ratio of the time during which vehicles occupy a detector with respect to the
entire observation time, and then the density can be approximated using this occupancy
based on a basic formula of traffic flow. The loop detector can measure only time mean
speeds. The space mean speed also cannot be directly measured and must be estimated
based on the time mean speed. Conversion errors are common, however, when using these
indirect methodologies. These conversion errors typically occur either ‘from time to space’
or ‘from point to section’.

To overcome these errors, researchers often attempt to measure the traffic parameters
directly from video images. Prior to the advent of the deep-learning era, many computer
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vision technologies were developed to address the issue. Examples include “temporal
difference” [2] and “optical flow” [3,4]. Prior to the deep learning era, one of the most
prevalent methodologies was referred to as “background subtraction” [5,6]. First, back-
ground subtraction extracts a base background image by averaging the pixels of an entire
image sequence. Then, objects are detected within an image using the differences in the
pixel values between a particular image and the base background image. This methodology,
however, is vulnerable to the problem of occlusion. For example, objects such as trees or
road signs can hide the vehicles in an image, at which point background subtraction cannot
recognize vehicles because it regards those obstacles as repeated background.

In the post-deep-learning era, the convolutional neural network (CNN) model emerged
as a newly rising technology and is responsible for a great leap forward in raising the accu-
racy of computer vision technologies [7]. From individual companies to large industries,
many researchers have embraced this technology and developed various object detectors.
Recently, CNNs have been applied to fields as diverse as the medical sciences and the
autonomous vehicle industry. The “state-of-the-art” CNNs for the object detection can
be categorized into two groups. Models that belong to the first category separate the
region proposal task from the subsequent classification module. In the initial stage of
developing these types of models, all potential regions in an image that might include an
object are determined using a rule-based manner, and a learning model classifies objects
for the proposed regions [8]. Both tasks were integrated to a single framework later, and
region-proposal models are also trained on data to distinguish the foreground from the
background [9,10]. A faster-RCNN is a two-stage model with region-proposals that has
shown the best detection performance, but is handicapped by a relatively long computation
time for inference.

The second category includes one-stage detection models developed to speed up the
inference time at the expense of deteriorating detection accuracy. One-stage detectors
simultaneously conduct both the localization and classification tasks in an end-to-end
manner. The YOLO series is the most popular form of the one-stage model [11,12]. A
YOLO model reduces the detection time by using a grid to divide the input image and
assigning several anchor boxes to each grid for detection. An anchor box is a predefined
bounding box, and its location and shape are adjusted during learning. Early versions of
YOLO did not outperform the two-stage model in accuracy, but the latest version (YOLO4)
has recorded equivalent, or even better, performances by reinforcing the model architecture
and adopting diverse data augmentation schemes for training [13].

However, many researches who use CNNs for object detection have focused only
on the problem of classification rather than regression [14,15]. Recently, CNN detectors
based on the classification task have been used for traffic surveillance [16,17]. The detectors
measure traffic parameters in a two-stage modeling scheme of “counting after detecting”.
It is true that the method achieves the highest accuracy for traffic surveillance. However,
it should be noted that deep learning-based object detectors such as YOLO [11], SSD [18],
and CenterNet [19] require a great deal of human effort for the labeling task.

On the other hand, the present study uses a deep neural network as a regression model.
The model simply predicts the number of vehicles in an image rather than recognizing
and classifying every single vehicle. At the expense of a slight deterioration in accuracy, a
regression-based CNN can simplify the model structure and drastically reduce the labeling
burden compared with conventional object detectors that require the drawing of bounding
boxes for all vehicles in training images. For example, it is necessary for an autonomous
vehicle to detect every object and to classify them into many categories such as road, vehicle,
sign, pedestrian, and so on. Even though a CNN embedded in an autonomous vehicle
produces a very small error rate (=0.001%), this could lead to a serious traffic accident if
only one pedestrian is not recognized. In the same context, a CNN that is used for medical
diagnosis based on CT images must be error-free. However, measuring traffic parameters
on a road segment does not need such high-end accuracy. The main purpose of measuring
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traffic states is macroscopic traffic control and management, which is non-vital. Thus,
error-free detection for every vehicle on a road is redundant.

Some studies have measured road traffic parameters using CNN on a regression
basis. Chung and Sohn [20] use an image as input and collectively count vehicles using a
CNN. This approach achieves accuracy that is competitive against the ‘detect and count’
method, even though it is much simpler and considerably reduces the computing burden.
Lee et al. [21] also measured the space mean speed based on a regression basis using
two consecutive images as input. These applications are possible because measuring
traffic states is “error-tolerant”. The performance, however, is much higher than that of
existing loop detectors. Even before the deep learning era, there were many attempts to
count pedestrians or vehicles using vision-based regression approaches [22,23]. They also
recorded pretty good accuracies in the field.

Although a CNN successfully measures the traffic density and speed on a regression
basis, devising a robust training method is necessary in order to apply it to many different
sites. In this paper, we investigate the transferability of a CNN to measure traffic density.
We sought a robust method that could use a CNN trained at a different site and transfer
the data to another site without the need to retrain. Although the labeling burden for a
regression-based model is much less than that of “state-of-the-art” object detectors, the
objective of this study is to reduce this burden even more by utilizing the transferability
of the proposed model. More concretely, the proposed approach reduced the effort that
should be exerted on retraining a CNN model to collectively count vehicles whenever
a site changes. A simple mathematical transformation replaced the labor-intensive re-
training task.

The present paper is organized as follows. In Section 2, we briefly review our previous
studies. These studies proposed two reference methods to alleviate the human effort
required to tag images with labels. In Section 3, we introduce the modeling framework
to adapt a CNN to a different site without training it with a large labeled dataset. More
concretely, we propose how to utilize a nonlinear transformation methodology to transfer a
CNN output to other sites, and the performance of the transferred output is compared with
that from a fine-tuned model. In Section 4, five different augmentation schemes are applied
to images of the target road segment to test how well the model can be transferred to
various conditions. For the augmentation, original images are scaled, rotated, and flipped.
In the last section, we draw conclusions and suggest future tasks that are beyond the scope
of this study.

2. Reviewing Our Previous Effort to Alleviate the Labeling Burden

The proposed transferability study of the CNN model builds upon our two previous
studies [20,21]. First, a brief description of the CNN model proposed in our first reference
study [20] follows. In the initial stage, video images to train and test the CNN model were
collected and adjusted. We collected 6 h and 26 min of video stream for an intersection
located in Seoul, South Korea. From the video frames, we randomly chose 23,164 images.
We cropped a 145 m length approach from the intersection, and with a simple rotating and
resizing process, we were able to obtain standardized rectangular images (200 × 30 pixels).
The preprocessed images served as input for the proposed CNN model. The preprocessed
images were randomly separated into 20% testing data (=4632 images) and 80% training
data (=18,532 images). In order to reflect various weather conditions, data augmentation
schemes were applied to the training data. Five different image filters were used to sharpen
and blur the training images, which increased the number of training images to 111,192.
In summary, the mean absolute error (MAE) ranged from 1.34~1.57. The result was very
encouraging considering the number of vehicles in an image averaged 53.2.

The background subtraction method was far less accurate than the proposed CNN.
However, that method requires no human effort, because it does not require labeling. To
label an image for training and testing a CNN, the number of vehicles in the image must
be manually counted. Overall, more than 1.15 million cars in 23,164 images were counted.
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This huge consumption of time and effort could be a barrier to application of the CNN
method to other sites. The previous study suggested an approach to reduce the labeling
burden by using the pseudo labels achieved from the background subtraction method.
First, a CNN model was pretrained with a pseudo label and fine-tuned with a small amount
of labeled images. However, at least 20% of the training data (3706 = 18,532 × 0.2) was
necessary to acquire an acceptable level of accuracy, which was also burdensome.

The second previous study also used a CNN as a regression model to measure the
space mean speed on a road segment [21]. The CNN was fed by two consecutive images
taken in a very short time (=0.1 s). Capturing the displacement of a vehicle’s position
between two consecutive images was a key to deriving the space mean speed (see Figure 1).
None of the detectors available before the deep-learning era have succeeded in directly
measuring this speed. Our previous study was the first attempt to use a CNN to measure
the space mean speed on a road segment. As the results from the study show, it was very
promising to measure the speed based on a CNN fed by two consecutive video images.
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Figure 1. Conceptual explanation of space mean speed [21].

Utilizing the proposed CNN model in the field, however, was a big challenge. The
labeling task for the model is much harder than that for the CNN when measuring traffic
density. The space mean speed can be computed from the average of displacements
made by all vehicles between two consecutive images. Manually measuring the distances
is a formidable task. The previous study suggested a plausible way to overcome the
complication. That study focused on a generative adversary net (GAN) to synthesize a
large amount of labeled images [24]. In particular, a cycle-consistent adversarial network
(CycleGAN) that transforms images between two different domains was employed to
secure pseudo-labeled images [25].

More concretely, unpaired sets of animation and real photo images are used to train
a CycleGAN, and the trained model converts animation images into believable imitation
versions. The synthesized images contain a full amount of traffic information that can
be used as labels, as it originates from a traffic simulation. Figure 2 shows an example
pair of the two images. Although this method required fine-tuning after training using
the synthesized images, the amount of manually labeled images was much smaller than
that of the background subtraction method adopted in the first reference study to measure
traffic density.
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Despite the success of measuring the space mean speed based on a CNN trained on
synthesized images, an additional engineering task is necessary for the method. Believable
synthesized images should be obtained from a well-established simulation environment.
To do so, the traffic and road geometric conditions of a target site should be identified in
advance, so that a simulated environment that mimics the real state can be set up. Once
such conditions are identified, animation images that the simulation program provides
can be directly used to synthesize labeled images for the measurement. This procedure
demands expertise in traffic engineering, which may be a different type of limitation.
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After reviewing the two previous attempts to alleviate the labeling burden, we realized
that a more robust and simpler approach is necessary to reuse a model for different sites
without much human effort for the labeling task. As a result, a novel approach based on a
simple mathematical transformation was developed, and the test results of the performance
in measuring traffic density are reviewed in what follows.

3. Modeling Framework to Transfer a Trained CNN to Another Site

In this section, we test the transferability of a CNN and introduce a methodology
to increase its performance in measuring traffic density in a new road segment without
additional training. The structure of this CNN is the same as that in our previous study [20],
as shown in Figure 3. An image of a road segment where vehicles are to be counted feeds
the model, and the model returns a single real number that corresponds to the vehicle
count. Once a vehicle count is obtained, the corresponding traffic density is automatically
measured by dividing it by the length of the road segment. For this reason, the two terms
‘vehicle count’ and ‘traffic density’ are interchangeably used in this paper. To measure
traffic density in a newly chosen road segment, the previously trained model was used
without further training to count vehicles. This method avoids huge amounts of time
and effort for labeling, but there is no guarantee that the same high measurement level of
accuracy will be obtained as in the original site. Therefore, we had to consider the model
transferability. In this section, we describe testing the model transferability using the model
that was already trained in the previous study [20]. The modeling procedure of transferring
a CNN to a new site is shown in Figure 4.
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To test the model transferability, we used the same video clip from the previous
study [20]. This time, however, we cropped another approach in the 10 o’clock direction,
which is depicted as a yellow square in Figure 5. We have a total of 23,164 snapshot
images (1 frame per second), but this time, we randomly chose only 600 images because
of the difficulty of labeling. The numbers were smaller than the fine-tuning in the CNN
models in the two previous studies. Afterwards, only 500 images were used to estimate
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the transformation equation and the remaining 100 images were reserved for test. To apply
the previously trained CNN model to other road segments, the same input size should be
maintained. The length of the new road segment was shorter than the former one, so we
performed zero padding on the remaining part of the image. The new road segment had a
120 × 30 pixel size, so to achieve a 200 × 30 input size, we attached (0, 0, 0) RGB values to
the last 80 × 30 pixels. Figure 5 shows the converted sample image for the newly chosen
road segment.
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The previously trained CNN model was used to predict the number of vehicles in the
new road segment. We tested this model on 100 test images and compared the test results
with the former test results from the original site. Table 1 lists the performance indices that
were used to compare the measurement accuracy. The first column (A) represents the test
results when the previously trained model was applied to the original road segment, and
the second column (B) represents the test results when the model was applied to the newly
added road segment. The horizontal axes of the plots in the table denote the actual counts
of vehicles, and the vertical axes denote the predicted number of vehicles. As expected, the
measurement error for (B) was larger than that for (A). The mean absolute error (MAE) for
the new road segment was almost 10 times higher than the previous measurement at the
original site.

Table 1. Results of the naïve prediction for the new approach. RMSE, root mean square error; MAE,
mean absolute error.

Test Result on the Original
Road Segement (A)

Naïve Predict on New Road
Segement (B)

Plot
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The interesting point is, however, that in the newly chosen site (B), the correlation
coefficient between observed and estimated vehicle counts remains very close to one. This
finding offered the possibility that there could be a constant relationship between a real
label and that predicted by the earlier trained model. From this observation, we attempted
to find a simple nonlinear transformation equation to account for the relationship. To find
the equation, a small number of labeled images was necessary for the new road segment.
With only 500 training data points (=labeled images), we solved the curve-fitting problem
and estimated a simple quadratic equation, as shown in Figure 6. The data points have
both a bias and a variance. If the equation moves the data from the regression line to the
identity line (a set of points that shows the predict label is the real label, y = x), the bias can
be removed, but the variance remains.
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Figure 6. Every data point has a variance and a bias. The bias can be removed using the nonlinear
data transformation.

The nonlinear data transformation procedure is quite simple. Each image out of the
newly chosen 500 images has two labels that are predicted by a trained CNN model and a
real label. A quadratic equation for the population regression line was set up in Equation (1).

x = α + β1y + β2y2 + ε (1)

In Equation (1), x denotes a real label, y denotes the predicted label, (α, β1, β2) are
parameters to be estimated, and ε is a random term that is assumed to be distributed by a
Gaussian distribution with a zero mean. The three parameters of this regression equation
were estimated using the 500 data points. Equation (2) shows the sample regression line
after implementing the least square estimation.

x̂ = α̂ + β̂1y + β̂2y2 (2)

In Equation (2), x̂ is an estimate of x, and (α̂, β̂1, β̂2) are estimates for (α, β1, β2). To
adjust the number (k) predicted by the CNN into a more plausible estimate, the number
(k) should be projected on the transformation equation and becomes α̂ + β̂1k + β̂2k2. The
projected number then bridges the gap between the number predicted by the CNN and
the final estimate. Figure 7 visualizes the relationship. Every image (=data point) has
a coordinate in the 2D plain [real label, predicted label] in Figure 6. We can express
each image using the predicted number (k) and the corresponding estimated number
[α̂ + β̂1k + β̂2k2,k]. For further explanation, the data point can be regarded as moving into
[α̂ + β̂1k + β̂2k2, α̂ + β̂1k + β̂2k2].
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As mentioned earlier, even though the bias is clearly removed, the variance remains
and has a negative effect on the measurement accuracy. However, this methodology has
an advantage in computational efficiency. Calibrating the regression equation took just
0.002 s when using 500 images. For comparison, the previously trained CNN model was
fine-tuned using the 500 labeled images. In this fine-tuning, the weights of the previously
trained CNN model were adopted as the initial values. The results appear in Table 2. As
expected, the fine-tuned CNN exhibited a slightly better performance. However, additional
training time for the fine-tuning was almost 277,000 times longer than implementing the
proposed nonlinear transformation scheme. This result supports our objective to develop a
simple transfer method to use a CNN model to measure traffic density without retraining.

Table 2. Comparison of data transformation and convolutional neural network (CNN) training for a
new approach.

Nonlinear Transformation CNN Finetuning

Plot
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MAE 2.125 1.271
Correlation coefficient 0.970 0.991

Additional training time 0.002 s 554.477 s

4. Testing for Varying Ambient Conditions of a Road Segment

The proposed methodology should be tested for various conditions of road segments.
Unfortunately, preparing labeled images for additional sites requires considerable cost and
effort. Thus, to test the proposed methodology under various conditions, we synthesized
several images by augmenting images of the newly selected road segment. The first image
in Table 3 is the road segment chosen in our previous study, wherein a full dataset was
collected and the CNN model was trained on them. The second image is a baseline (Case 1)
that shows the real conditions of the newly chosen road segment. For testing the model
transferability, we synthesized additional images by distorting the baseline image. In
Case 2, a new image was created by shrinking the baseline image. In Case 3, we stretched
the baseline image from side to side. Case 4 rotates the scaled image of Case 2. At last, a
flipped image of the baseline image was included in Case 5.
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Table 3. Model performance for various augmented conditions.

Reference case (Image of the previous road segment)
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Case 3 (Upscaled image) 

 

 %RMSE MAE Corr. Coeff. Additional training 
Naïve prediction (D) 37.056 4.383 0.972 0.000 s 

Nonlinear data transformation (E) 15.984 2.071 0.975 0.003 s 
CNN finetuning (F) 12.944 1.596 0.987 856.122 s 

Case 4 (Downsized and rotated image) 

 

 %RMSE MAE Corr. Coeff. Additional training 
Naïve prediction (D) 33.038 4.355 0.951 0.000 s 

Nonlinear data transformation (E) 21.249 2.672 0.953 0.001 s 
CNN finetuning (F) 11.810 1.437 0.989 675.667 s 

Case 5 (Flipped image) 

 

 %RMSE MAE Corr. Coeff. Additional training 
Naïve prediction (D) 95.239 13.998 0.937 0.000 s 

%RMSE MAE Corr. Coeff. Additional training
Naïve prediction (D) 33.038 4.355 0.951 0.000 s

Nonlinear data
transformation (E) 21.249 2.672 0.953 0.001 s

CNN finetuning (F) 11.810 1.437 0.989 675.667 s

Case 5 (Flipped image)
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Table 3 lists the test results from the cases of different road conditions reflected by
synthesized images. The margin of the images was zero-padded with a black border. For
each case of the newly chosen road segment, three different approaches were tested. First,
the model trained on the baseline images was applied to each case, which is titled naïve
prediction (D). The second approach (E) denotes the proposed quadratic transformation
method, and the third approach (F) represents the fine-tuning of the previous CNN.

For comparison, the same 100 test images were used. Because of the shorter length of
the new road segment, the mean of the vehicle counts was lower than that of the reference
case, so %RMSE appeared to be a bit high. However, the MAE maintained the same level
as the reference case for the approach based on the fine-tuned CNN model (F). Regarding
the computation efficiency, the nonlinear transformation methodology (E) required only
0.002~0.003 s for all cases. If an MAE of 1.0–1.5 was tolerable, it would be acceptable in
the field. An interesting point of the experiment is that the performance gap between the
proposed approach (E) and the fine-tuning approach (F) was decreased when the resolution
of the images deteriorated (Case 3). That is, the proposed transformation approach would
be promising where obtaining high-resolution images is difficult, which is common in real
traffic surveillance systems that depend on CCTVs.

5. Conclusions

The present study set up a simple CNN model and trained it elaborately using data
augmentation skills. The model achieved very good performance in measuring traffic
density. Training the CNN for a new site, however, requires a large amount of both human
effort and computing resources. We reused an already trained CNN model in a new road
segment without fine-tuning based on newly labeled data, and only 500 training images
were used to transform the naïve output returned by the model into a result closer to the
ground truth.

A nonlinear data transformation methodology was developed and was competitive
against the fine-tuning approach. The methodology also recorded the shortest computing
time (=0.002 s). If we must apply our density measure methodology to many road segments,
the nonlinear transformation methodology would be advantageous.

There are some limitations in the present study. First, we tested five different cases
using augmented images attained from just one approach. In further study, we will perform
tests on as many different locations as possible. In addition, we took the video only during
the daytime where no dramatic changes occur. More tests should be carried out on various
conditions in the future. Second, we trained the baseline CNN model on 18,532 images.
It is well known that a larger amount of training data produces a better result. A dataset
that is too large, however, diminishes the efficiency of computation. We should perform
sensitivity analysis to establish the proper size for training data. In addition, we had no
systematic way to choose the hyperparameters of the baseline CNN, which necessitated
many trials.
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