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Abstract: Wireless sensor networks (WSNs) are usually deployed to different areas of interest to
sense phenomena, process sensed data, and take actions accordingly. The networks are integrated
with many advanced technologies to be able to fulfill their tasks that is becoming more and more
complicated. These networks tend to connect to multimedia networks and to process huge data over
long distances. Due to the limited resources of static sensor nodes, WSNs need to cooperate with
mobile robots such as unmanned ground vehicles (UGVs), or unmanned aerial vehicles (UAVs) in
their developments. The mobile devices show their maneuverability, computational and energy-
storage abilities to support WSNs in multimedia networks. This paper addresses a comprehensive
survey of almost scenarios utilizing UAVs and UGVs with strogly emphasising on UAVs for data
collection in WSNs. Either UGVs or UAVs can collect data from static sensor nodes in the monitoring
fields. UAVs can either work alone to collect data or can cooperate with other UAVs to increase
their coverage in their working fields. Different techniques to support the UAVs are addressed in
this survey. Communication links, control algorithms, network structures and different mechanisms
are provided and compared. Energy consumption or transportation cost for such scenarios are
considered. Opening issues and challenges are provided and suggested for the future developments.

Keywords: wireless sensor networks (WSNs); unmanned aerial vehicles (UAVs); mobile robots;
communication structures; data collection scenarios; energy consumption; control algorithms

1. Introduction

Wireless sensor networks (WSNs) facilitate a numerous applications in different fields,
including environment monitoring, health care, military, inter-vehicular, infrastructure
monitoring, etc. [1,2]. However, saving energy in such networks is always a critical issue
since the networks only operate based on pre-charged batteries which are small and inex-
pensive [3,4]. The static sensor nodes would stop working and cause disconnection among
the networks if they deplete all their energy storage. This motivates many researchers to
work on this issue. There are many approaches that aim to reduce energy consumption for
the networks, including data processing, battery management, energy harvesting, sensor
distribution, especially, energy-efficient routing methods to save energy for prolonging the
network lifetime [5–7].

Data collection methods have been well exploited in the literature review. Routing
mechanisms including random walk [8], tree-based routing [9], cluster-based [10], shortest
paths [11], etc., have been considered to find the best solutions for saving energy in data
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routing in such networks. These methods attempt to reduce the number of hops in routing,
and also to reduce communication distances, etc., that lead to reducing energy consumption
in WSNs. In addition, some advanced data processing algorithms are also integrated into the
routing methods that aim to reduce the sensing data collected from the networks to be sent to
the base station (BS) [12,13]. Compressed sensing techniques [14] are applied in WSNs that
can combine with conventional mechanisms, significantly reduce the amount of sensing
data to be sent to the BS [15,16]. Other methods exploited the high correlation of sensing
data to compress and to send only a certain number of measurements to the BS [17,18]. All
of these methods aim to reduce the total energy consumption in such networks. However,
the sensor nodes are often small, inexpensive, and low in computational capacity. Hence,
they still are not capable of making long-distance communications to the BS in various cases.

In order to support the static sensors, mobile sensors or mobile robots are deployed
into the networks to assist the static sensor nodes in collecting data more efficiently [19,20].
There are different scenarios for mobile robots working in sensing fields and assisting static
sensor nodes; (i) A certain number of the mobile robots are deployed in a sensing area
to collect data to be sent to a BS [21]; (ii) Mobile robots collect data from sensor nodes
and also for their own, then finally send the whole data to the BS [22]. This exploits the
maneuverability of mobile robots to measure data from some regions that static sensors
might not reach and also to save energy for static sensors with the burden of huge data
transmission in multiple hop routing. These mobile robots also operate based on pre-
charged batteries which are limited. In some some scenarios, when a data processing
center or BS is very far from the sensing regions, the robots cannot perform long-distance
communications [23] that may cause disconnections or packet loss.

In order to address concerns about data transmission for long distances and time
responses, unmanned aerial vehicles (UAVs) are proposed to assist the WSNs for data
collection problems. In particular, the UAVs can be used as aerial BSs to enhance capacity,
reliability, coverage, and energy efficiency of wireless networks with their inherent features
such as mobility, flexibility, and adaptive altitude [24,25]. In addition to many different roles
in communication networks, specifically in WSNs, UAVs can either collect data directly
from sensor nodes or receive measurements from UGVs. The authors in [26] propose a
priority-based frame selection scheme to deal with the number of unnecessary information
transference between sensor nodes and UAVs. The authors introduced a novel routing
protocol based on the priority-based frame selection scheme to minimize the networks’
energy consumption. The results show that the transmission distances from transceivers to
receivers are reduced. A cloud-assisted data gathering strategy is proposed to improve
the performance of UAVs-based WSNs [27]. By using a cloud-assisted approach, authors
obtain optimal flying path and data acquisition for UAVs. The results from simulation
and experiment show that the proposed approach outperforms the traditional one in
terms of energy efficiency, flying time, transmitting distances, and delay of data collection.
A UAV-WSN cooperation scheme is proposed in [28]. The UAVs modify their flight
path to achieve more efficient data collection by using the feedback information from
WSNs. The study in [29] tackles problems of UAV data collection in mobile WSNs which
is the dynamic network topology. Mobile sensors travel along a predefined trajectory
with a velocity which is a constant. A UAV flies above and wirelessly collects data from
sensors. The authors investigated four data collection algorithms considering the multi-
data-rate transmissions (DR) and the contact duration time (CDT). The proposed algorithms
outperform conventional algorithms. A generic framework for autonomous navigation
and scheduling is proposed in [30,31]. The framework combined two Reinforcement
Learning (RL)-based frameworks for navigating and scheduling UAVs to minimize data
collection time. In [32], the data collection problems in WSNs utilizing UAVs are studied
and exploited. The sensing field is divided into multiple regions. Flying paths for UAVs
are generated so that the UAV can entirely cover the sensing regions. The UAV-assisted
networks either significantly support WSNs in data collection or provide more real-world
applications such as 3D mapping in urban environments with obstacles [33]. In addition,
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the UAVs are equipped/integrated with cameras, advanced control algorithms to provide
more potential applications and significant results [34,35].

In brief, this hybrid kind of data collection method not only features the flexibil-
ity of motile data collection which is suitable for large-scale WSNs but also mainly has
advantages, such as the following.

• Firstly, UAVs can be deployed in variable environments. Aerial data collection meth-
ods use the UAVs that could be navigated automatically as the mobile data collectors.
UAVs are not limited to mobility like ground transportation and could be used in
particular monitored regions, which humans could not approach.

• Secondly, aerial data collection is much quicker than ground data collection. Aerial
data collection uses UAVs that have a greater speed of movement. It could increase
the speed of searching and visiting nodes to shorten the life cycle of data collection
when the WSN is a large-scale one.

• Thirdly, using UAV-assisted data collection will have lower latency and higher band-
width. Aerial data collection often has fewer obstacles and larger coverage of wireless
signals than ground data collection. Therefore, it could lower the communication
latency and increase the bandwidth.

• Finally, while applying UAV data collection mechanisms, sensor nodes or relaying
nodes only have to transmit data at short distances, the total energy consumption is
significantly reduced.

Aerial data collection brings users many benefits as mentioned above. This can be
applied for collecting data in a large-scale WSN. However, exploiting aerial mobility in
WSNs also leaves critical challenges that need to be solved. In this paper, we classify the
literature review of UAV-assisted data collection schemes in WSNs following Figure 1.
We focus on the effectiveness of using UAVs on data routing in the networks. Different
problems in scheduling mechanisms, data transfer models, routing protocols, and impacts
of UAV mobility patterns are considered. This survey aims to analyze key aspects of UAV-
assisted WSN operations that hopefully could result in a reference for the implementation
of data UAV-based data collection in WSNs.

Data collection in UAV-assisted WSNs

System model
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mechanism

Data transfer in 

UAV-assisted 
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Routing in UAV-

assisted WSNs
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Figure 1. Detailed Structure of the Survey.

The rest of the paper is organized as follows. Section 2 describes the system models
that would be used in the most existing data collection scenarios. Section 3 presents in
detail scheduling mechanisms. Section 4 provides data transfer in UAV-assisted WSNs.
Section 5 addresses routing problems in UAV-assisted WSNs. Section 6 provides UAV
motion control problems. Section 7 propounds open research issues and challenges. Finally,
conclusions and future developments are addressed in Section 8.
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2. System Models

The usage of UAVs in WSNs to fulfill different tasks such as collecting data in real-time
and surveillance is becoming popular. Our system model mainly focuses on the support of
multiple UAV-assisted data collection that is shown in Figure 2. There are many scenarios
when using UAVs to support data collection and data processing in WSNs. As shown
in the figure, the model mainly categories in three scenarios; (a) UAVs can communicate
directly with either static sensors nodes or static cluster head (CH); (b) UAVs connect to
mobile CHs; (c) UAVs connect to the mobile sensors or UGVs in sensing fields. In each
scenario, the UAVs use different network architectures. Sensing data collected by the UAVs
are finally transmitted to a ground base station (BS) and a cloud server. Users can access
and exploit the data depending on their authority. These models lead to many advantages
such as ensuring real-time data, and deploying at the large network scale.

Data analysis

Global data

Users

 Base station

(a) (b) (c)

Mobile Sensors

Mobile Cluster 

Head

Static Cluster 

Head

UAV

IEEE 802.15.4

   IEEE 802.11

   IEEE 802.16

   IEEE 802.11

   IEEE 802.16

   GSM, GPRS

   TDMA, LTE

    IEEE 802.16

  IEEE 802.11g

   UHF/VHF

Static Sensors

Figure 2. Multi-UAV-assisted data collection in WSNs.

As shown in Figure 2, UAVs are connected as a UAV network which has the full
essence of a wireless communication network such as routing protocols, communication
protocols [36]. All the network elements with their functions are addressed as follows.

2.1. Basic Definitions of System Elements

Sensor nodes (SNs): this is the basic component responsible for collecting or measuring
data directly in WSNs. Each SN measures sensing data for its own. Depending on a sensor
network model, it follows a predefined routing algorithm to forward its data to a relaying
node, a CH, or a BS. Distributed SNs may operate to create flexible routes to send their
data to the next destinations that depends on the system setup.

Relay nodes (RNs): RNs are important components in large-scale WSNs. RNs are
responsible for collecting data from the SNs. RNs can perform various functions such
as data compression and data routing, while collecting data. Each RN has a memory
buffer that stores the received data from the SNs. Finally, the data would be transmitted
to UAVs when the UAVs reach the positions within their transmission ranges. The data
transmission between RNs to UAVs can be completed based on a pre-scheduled cycle.
Therefore, the RNs may not need to be placed within the others’ communication ranges.

Unmanned aerial vehicles (UAVs): these devices may be considered as mobile sink
nodes. They collect data from RNs when they are within communication distance and
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then transmit the data to the BS. The UAVs can also perform a few other functions such as
providing control information and configuration information to the RNs. In addition, UAVs
have a Global Positioning System (GPS) which is easily used to provide synchronization
and localization information of the RNs and SNs. This information is essential for routing
algorithms for SNs-to-RNs and RNs-to-UAVs data transmission.

Sink Nodes: UAVs collect data from RNs and forward it to sink nodes or Base stations
(BSs). The sink nodes or BSs often use available communication technologies in that area,
such as WiMax, General Packet Radio Service (GPRS), Cellular, etc., for communications.
In some case, the sink nodes are located at both ends of the Linear Sensor Networks (LSNs).
The length of LSNs can span hundreds of thousands of meters. This length of LSNs is
divided into several small segments. In this case, an appropriate model would use an UAV
that travels back and forth to collect data between two sink nodes.

2.2. Communication Links

Communication links can use different protocols and various communication tech-
niques, as shown in Figure 2. In general, there are three types of links in UAV-assisted
WSNs including sensors to cluster heads, UAVs to ground stations, and UAVs to UAVs, as
shown in Table 1. This presents different technologies and shows they are utilized at each
level of architecture.

Sensor Nodes communicating to Relay Nodes links [37,38]: In order to achieve con-
nectivity between SNs and RNs, some protocols which have characteristics such as short
communication distance, low energy, low data rate are often used. Typically, the IEEE
802.15.4 standard can be used at the physical and data link layers. The associated data rate
for this protocol is typically less than 1 Mbps. In real applications, and in video and audio
transmission applications, high data transmission rates are required. Therefore, the IEEE
802.15.3 communication standard which has a transmission rate of up to 55 Mbps [39] can
meet the demand of large data transmission from SN to RL in case of the SNs require. Any
multidirectional routing protocol utilized in WSNs is suitable for the link between the SN
and the RN.

Relay Nodes-to-UAV and UAV-to-Sink links [40–43]: Communication standards that
have medium transmission distances such as IEEE802.11 (WiFi) are suitable for connections
between RNs and UAVs or UAVs and Sinks. The communication standard has communi-
cation distances from 100 m to several hundred meters, and transfer rates from 1 Mbps
to 54 Mbps. Standard IEEE 802.16 has a speed of up to 70 Mbps. Hence, it is suitable for
UAVs operating at high altitudes of several kilometers. The model of the transmission
channel between the UAV with height h and coverage radius R and the ground stations is
mentioned in the paper [44]. The path loss will be calculated according to the formula:

L(h, R) = P(LOS).LLOS + P(NLOS).LNLOS (1)

P(LOS) =
1

1 + α.exp(−β[ 180
π .θ − α])

(2)

LLOS(dB) = 20.log(
4.π. fc.d

c
) + ζLOS (3)

LNLOS(dB) = 20log(
4.π. fc.d

c
) + ζNLOS (4)

where P(LOS) is the probability to get line of sight (LOS) at angle θ , P(NLOS) is the
probability to get non-line of sight (NLOS) at angle θ, θ is the angle between the antenna of
the UAV and the antenna of the ground station, LLOS and LNLOS are the path loss for line
of sight and non-line of sight path, α and β is a constant, fc is the carrier frequency, d is the
distance between the UAV and the ground station, c is the flight speed of the UAV, ζLOS
and ζNLOS are contingency loss.
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Table 1. Common communication technologies for UAV-assisted WSNs data collection.

Kind of Links IEEE-
Standards Specifications TR Delay CR Protocol

Sensor to
cluster

head [37–39]

Short
distance

IEEE 802.15.3
Unlicensed,
2.4 GHz,
TDMA

>55 Mbps <25 ns 100 m UWB

IEEE 802.15.4
Unlicensed,
2.4 GHz,
DSSS

<250 kbps 15 ms 100 m Zigbee

Long
distance IEEE 802.15.4

Unlicensed,
2.4 GHz,
DSSS

<250 kbps 15 ms 1600 m
2500 m

Zigbee-
Pro

Air to Air
and UAV
to Ground

station [40–43]

High
data rate

IEEE 802.11a
Unlicensed,
5 GHz,
OFDM

54 Mbps

Slot time: 9 µs,
SIFS: 16 µs,
DIFS: 34 µs,
Propagation
delay: 1 µs

120 m

IEEE 802.11ac
Unlicensed,
5 GHz,
QAM

6933 Mbps
DIFS: 34 µs
SIFS: 16 µs
Slot time: 9 µs

120 m

Low to
medium
data rate

IEEE 802.11b
Unlicensed,
2.4 GHz,
DSSS

11 Mbps

Slot time: 20 µs,
SIFS: 10 µs,
DIFS: 50 µs,
Propagation
delay: 1 µs

140 m

Low to
high
data rate

IEEE 802.11g

Unlicensed,
2.4 GHz,
DSSS,
OFDM

54 Mbps
DIFS: 50 µs
SIFS: 20 µs
Slot time: 20 µs

140 m Wi-Fi

Medium
to high
data rate

IEEE 802.11n

Unlicensed,
2.4 GHz and
5 GHz,
DSSS,
OFDM

600 Mbps

Slot time: 9 µs,
SIFS: 16 µs,
DIFS: 34 µs,
Propagation
delay: 1 µs

250 m

UAV to UAV [45,46]

UHF
VHF

3 GHz
3000 MHz

IEEE 802.11g

Unlicensed,
2.4 GHz,
DSSS,
OFDM

54 Mbps
DIFS: 50 µs
SIFS: 20 µs
Slot time: 20 µs

140 m Wi-Fi

Acronym: UWB: ultra-wideband; CH: cluster head; DSSS: direct sequence spread spectrum; TDMA: time-division multiplexing; OFDM:
orthogonal frequency division multiplexing; QAM: quadrature amplitude modulation; DIFS: distributed coordination function (DCF)
inter-frame spacing; SIFS: shortest inter-frame spacing; UHF: ultra high frequency; VHF: very high frequency; TR: transmitting rate; CR:
communication range.

UAVs-to-UAVs communication links [45,46]: Collaborative communications are im-
portant in a group of the UAVs for networking assistance and service components, as
shown in the Figure 3. They can share/exchange or forward data to each other. The UAVs
use a variety of communication technologies to communicate among them or with other
systems, such as the Ground Control Stations (GCS), WSNs, and on-ground mobile robots.
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Similarly, we have the model of the communication channel between UAVs and UAVs
presented in the paper [47].

PR = PT .GT .GR.(
λ

4.π.d
)2 (5)

the path loss can be calculated according to paper [47] as

LLOS = (
4.π.d

λ
)η (6)

where PT is the transmitter power, GT and GR are the gain of the transmit and receive
antennas, respectively, λ is the wavelength, d is the distance between two UAVs.

UHF Radio link

VHF Radio link

UHF Radio link

VHF Radio link

UHF Radio link

VHF Radio link

Figure 3. UAVs to UAVs.

Sink-to-Network Control Center (NCC) links [48]: The connections between the sink
nodes and the network control center (NCC) can utilize existing infrastructure in the regions
where the sink is located. For instance, the areas that have available telecommunications
network infrastructure such as LTE, GSM. They will utilize them for data transmission
with communication speed and standards according to each available communication tech-
nology.

There are many different transmission channel models for the different types of
areas, each channel model will be suitable for the characteristics of each operating area,
as mentioned in [49], for example, the model of channel transmission in urban areas is
presented in [50]. In the paper, the author studies, and tests the channel model of radio
communication in the urban environment. To experiment with the wave propagation
model in different environments, the suburban radio propagation model was proposed
in [51]. Moreover, in [52], the author proposed a transmission channel model to realize
wireless communication between vehicles and communication infrastructure in rural
environments.

2.3. Data Collection Scenarios

Various UAV-based architectures for data collection in WSNs have been exploited in
different scenarios. The most existing studies can be classified as follows.

• UAVs collect data from static sensors: In this architecture, UAVs collect data from
static sensor nodes on the ground. In [43], sensing data from sensors are directly sent
to UAVs. A reliable communication protocol is proposed to maximize the number
of sensors that can transmit data at one time. The authors in [53] exploit a multiple-
UAVs system to collect data from sensors. An algorithm called IBA-IP (Iterative
Balanced Assignment with Integer Programming) is proposed to determine optimal
initial positions for UAVs and sensor assignment to UAVs. In [54], a data collection
scheme is proposed in which UAVs collect data from cluster heads. The cluster heads
receive data from all cluster members and then send to UAVs. The UAVs can retrieve
information about the whole network only by collecting data from several cluster
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heads. This scheme reduces the flying paths for UAVs as UAVs do not need to cover
all sensors.

• UAVs collect data from mobile cluster heads: the Scalable Energy-efficient Asyn-
chronous Dissemination (SEAD) is another option for routing sensing data to mobile
sinks or mobile cluster heads [55]. The idea is to build a minimum Steiner tree for the
mobile sinks or relay nodes. The access points are created from some nodes in the
tree. Each mobile sink registers itself with the nearest access node. When the mobile
agent moves out of the access node’s communication range, the route is extended to
the new access point. In [56–58], the authors propose a data collection algorithm in a
WSN utilizing a mobile cluster head and UAV. They integrate both communication
devices as UAVs and mobile agents to save time and energy for sensor nodes.

• UAVs collect data from mobile sensors: currently, we have many different applications
that require mobile sensor nodes in a certain area such as rescuing in the wilderness
where targets are movable objects [29]. In the paper, four data collection algorithms
are proposed for mobile WSNs assisted by UAVs. This work only considers the
case that UAVs and mobile sensors move along a pre-defined straight path with
constant velocities. The authors in [59] propose an optimization-based model to
optimally deploy UAVs for mobile sensor coverage problems. The deployment of
UAVs based on this method shows the effectiveness in fully coverage mobile sensors
while ensuring a multi-hop communication channel for collecting data from mobile
sensors to base stations.

3. Scheduling Mechanisms

Typical devices deployed in WSNs have limited energy storage due to small batteries.
The data transmission procedures normally consume high energy from the sensors [60].
Scheduling mechanisms have been widely studied as potential approaches for energy-
saving purposes as shown in Figure 4. Devices in WSNs are scheduled to change their
working conditions, including active, inactive (sleeping), or idle, etc., for further energy sav-
ing. Sensor nodes work in active mode when they need to communicate with sinks or data
collectors to exchange information. Otherwise, they turn inactive or idle modes to preserve
energy. In UAV-assisted WSNs, UAVs play a role as mobile sinks. Scheduling plans sensors
should be designed carefully to synchronize with the presence of mobile sinks. In this
section, scheduling problems for WSNs with the presence of mobile sinks are investigated.
Generally, scheduling mechanisms can be categorized based on the dependence in the
mobility of mobile sinks, which are mobility-free and mobility-based mechanisms.

Base station

UAV s direction

Beacon signal

Sensors send 

data to UAVs

Areas active

Areas sleep

Time interval

t  t+1  t+2  t+3  t+4  t+5

Figure 4. On-demand scheduled mechanism.
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3.1. Mobility-Free Mechanism

In paper [61], a mobility-free mechanism can be categorized into three smaller groups,
namely, strictly, loosely, and on-demand scheduled as follows.

In the strictly schedules, the transition between active and inactive operation has to
be strictly planned so that sensor nodes can wake up at a time that mobile sinks are in
their communication ranges. After transferring sensing data to UAVs, sensor nodes turn
back to inactive modes until the next scheduled time slots. The authors in [62] implement
this schedule mechanism to plan working operations for sensor nodes. Sensors use initial
information about the positions of mobile sinks and their own to estimate the times when
mobile sinks come into communication regions. Sensors can wake up to transfer sensing
data at the predicted time. In paper [63], the relation between wake-up schedules of sensor
nodes and trajectories of UAVs are studied as optimal problems that aim to minimize the
system energy consumption. Comparing to other mechanisms, the strict schedule is quite
simple to implement. Due to the strict schedule, both mobile sinks and sensor nodes must
accurately follow the planned timetable. In practice, operations of the mobile sink may be
affected by external disturbances, which makes them can not reach a destination at the
expected time. This feature becomes a limitation of the strictly scheduled approach.

Loosely scheduled approaches do not require sensor nodes and mobile sinks to follow
a specific plan. Sensor nodes can be active and inactive independently but still ensure
their communications with mobile sinks. Periodic listening is one of the most common
approaches to implement loosely scheduled [64]. Mobile sinks periodically broadcast
discovery messages while commuting within the sensing field. Sensor nodes wake up and
listen in a certain amount of time. If a message from a mobile sink is detected, a sensor
sends its sensing data to the sink. In contrast, a sensor does not receive any message, it
turns to inactive mode. This approach is applied to UAV-assisted WSNs [65]. Another
approach is to use multiple communication channels. In paper [66], the use of two distinct
channels is investigated. A channel with greater transmission power is used for a discovery
at a far distance while the lower power channel is used for the near discovery channel.
This approach significantly improves detection time, but it also increases the total energy
consumption of the system.

In on-demand schedules, sensor nodes only wake up if they are activated by an activity
of mobile sinks. This method greatly reduces energy consumption as sensors only are
awake when mobile sinks require sensing information from them. Multiple radio approach
is used to realize on-demand scheduled mechanism [67]. In multiple radio approaches,
a high-power radio is used for data transmission, and a low-power one is used to deliver
activated messages to sensor nodes. When sensor nodes receive an activating message, they
operate in active mode and start to transfer their data to mobile sinks. Xue Yang et al. [68]
propose a pipeline tone wake-up mechanism to deal with the trade-off between energy
efficiency and delay in multiple radio approaches. This approach his studied to be applied
to WSNs with mobile data collectors [64].

3.2. Mobility-Based Mechanism

When mobile sinks periodically come in sensing fields with a constant trajectory,
sensor nodes can improve their working schedules by learning mobility patterns of mobile
sinks. Sensors can estimate the time when mobile sinks are likely to be in their commu-
nication distances and wake up to communicate with sinks. Then, sensors turn to be
inactive for the remaining time. In paper [69], the authors propose an efficient scheduling
mechanism for sensor nodes based on reinforcement learning (RL). Each sensor learns
hourly behaviors of mobile devices and adjusts/schedules its operation when encounters
with mobile sinks are expected. The authors in [70] also exploit reinforcement learning
to develop a resource-aware data accumulation framework. This framework shows an
effectiveness in maximizing the numbers of contacts between sensors and mobile sinks
as well as minimize the energy expenditure of sensor nodes. A hybrid algorithm is pro-
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posed to combine reinforcement learning and a dual beaconing approach [71]. Therefore,
the proposed method can adapt different mobility scenarios for mobile sinks.

4. Data Transfer in UAV-Assisted WSNs
4.1. Store-and-Forward Mechanisms

In this model, the basic concepts are illustrated in Figures 5 and 6. UAVs travel along a
static trajectory or a dynamic trajectory. The UAVs also move into the communication range
of the clusters. The UAVs and the cluster heads will start the procedures of transmitting and
receiving data. The UAVs will save the newly received data in UAVs’ buffers. When they
fly to the data center they will transmit all the data they have just received and then return
to start a new cycle [72]. This data exchange process along with the related parameters is
illustrated in Figure 6. When UAVs are within communication ranges of RNs, these two
devices are able to exchange data before UAVs move out of the range of RNs [73].

Store-and- deliver

 UAV

Sensor Node (SN)Relay Node (RN)

Sink

UAVSink

Figure 5. Data collection from WSNs with the support of UAVs.

UAV Speed: S

Relay Node (RN)

dc

h

Rcα 

Figure 6. UAVs collect data while they are within the communications range of Relay Nodes.

4.2. Real-Time Data Transfer Mechanisms

Transferring data in real-time from sensor nodes to remote base stations is required in
some specific applications. Figure 7 depicts the model working mechanism. As sensors
detect a special event that requires real-time monitoring, a message indicating the location
of the event is released. UAVs are sent to this location to perform real-time data collection.
When UAVs are within the communication ranges of sensors, they play a role as gateways
that provide real-time data transfer between sensor nodes and base stations.
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Sensor Node (SN)Relay Node (RN)

Cellular GAU

UAV

Gateway UAV

WiMAX GAU

Satellite

Figure 7. UAV-Based data collection in WSNs: Real-time data communication with the UAV serving
as a gateway to one of more infrastructure network.

This transfer model is applied to provide real-time monitoring in emergency circum-
stances, or in environments which are hazardous to human. The real-time data transfer
model of UAVs and WSNs in natural disaster management is discussed in [74]. A coopera-
tive UAV-WSNs system is proposed for border surveillance [75]. Whenever a trespasser is
detected by sensors, UAVs are sent to remotely provide real-time video of the intrusion.
In paper [76], an UAV-aided scheme for data collection in wireless nanosensor networks
is investigated. Due to their small sizes, nanosensors do not carry batteries. Each sensor
harvests electromagnetic waves radiated by UAVs to achieve energy for its own. By utiliz-
ing the harvested energy, sensors measure sensing data to be sent to a UAV-based gateway.
To implement real-time data communications, several technologies could be used by UAVs,
such as cellular, satellite, and WiMAX communication.

4.3. Hybrid Data Collection and Transfer Mechanisms

The hybrid data collection and transfer models combine two mentioned models,
namely, store-and-forward and real-time data transfer models. Therefore, UAVs can
perform data collection either in store-and-forward or real-time mode. A suitable transfer
model could be chosen based on types of sensing data which is collected from sensing
fields by UAVs. As the data are required to be immediately updated, UAVs will be required
to send the data to base stations in real-time, using long-distance transmission technologies.
Otherwise, data could be stored in the buffers of UAVs and updated later when the UAVs
return base stations. When implementing the hybrid data transfer model, there are several
parameters that should be considered such as buffers of UAV, data rate, communication
delay, and bandwidth, etc. Per-byte cost is also an important parameter that needs to be
considered. Real-time transfer model could be costly to transmit high-quality data, while
store-and-forward mode can provide higher data quality at a lower cost. However, this
mode causes high latency.
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4.4. Blockchain-Based Swarm UAV Systems for Enhancing the Performance of Data Collection

Recently there has been a significant rise in interest in the deployment of swarm
UAV systems. Swarm UAV systems offer many advantages compared to using a single
UAV in terms of robustness, time and energy-efficient, etc. [77]. Despite many advantages,
utilizing the swarm of UAVs in WSNs still possesses critical issues such as security and
data integrity. As sensing data are transferred from sensing devices to UAVs through a
wireless channel, it is easily attacked. Furthermore, a UAV has to handle a number of
sensing devices. The accumulated data may encounter alterations if there is not a good data
acquisition process. Blockchain technology is a promising solution to solve the two above-
mentioned problems. Blockchain is considered as a digital ledger on a peer-to-peer network
in which each peer has a similar copy ledger. Blockchain technology can greatly improve
the security of wireless communications between UAVs and sensing devices. By employing
asymmetric encryption and a Merkle tree, all miners must reach an agreement invalidating
data in order to add or modify new data. Therefore, the security of the communication
network is very robust. Various studies have featured attempts to employ blockchain
technology to improve the performance of UAV swarms. In [78], a blockchain-based data
collection method was carried out. UAVs gathered data from WSNs, then transmitted
it to a central server in which blockchain was implemented. At the center, sensing data
were evaluated to guarantee data security and integrity. In [79], Wang et al. proposed a
low computational blockchain scheme to enhance the security of UAV networks. A novel
algorithm (Proof-of-Traffic) was implemented by utilizing passive broadcasts of data blocks
which helps to reduce additional routings. The results shown that UAV networks can still
recognize threatening messages with significantly lower power consumption compared to
using traditional Proof-of-Work and Proof-of-Stake.

5. Routing in UAV-Assisted WSNs

In this section, we review all the routing protocols in WSNs that are supported
by UAVs. These protocols are classified based on the network structure and protocol
operations as shown in Table 2. Each routing protocol is efficient at a certain topology.
In this paper, we classify topologies into five types including Flat, Cluster, Tree, Linear
Sensor Network, Positions. Routing in the network is a very important component to
improve the performance of the network. Thanks to the routing algorithms, problems
in the network such as planning path, coverage, power consumption, latency, as shown
in Table 2 are solved. However, each routing protocol can only solve a few problems. There
is no protocol that can solve all network problems. In [80] the authors concentrate on
optimizing the trajectory of UAVs to improve the efficiency of data collection in WSNs.
However, other issues such as energy consumption, coverage, are not mentioned here. Most
of the routing protocols mentioned in the table below are aimed at solving the problem
of energy consumption in the network. Besides, a few protocols deal with the problem
of communication latency as in paper [81,82]. The problems addressed in Table 2 such as
power expenditures, the optimized trajectory of UAVs is to tackle the problems such as
path planning, increase network lifetime [81,83], as shown in Table 3.
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Table 2. Some problems that the routing protocol solved in UAV-assisted WSN.

Problems Solved

Topology Protocol UAV
Trajectory

Power
Expenditure DTR Covered Delay ToT L&S

Routing Protocols for UAWSNs Base on Network Structure-Based Routing

HHA [80] x

SN-UAV [63] x

UAV-WSN [81] x xFat

UAV-
AS-MS [84] x

URP [85] x x

C-
UAV-WSN [28] x x x

rHEED [86] x x

UADG [56] x

DPBA [87] x x

EEDGF [88] x

PCDG [89] x x

Cluster-
based

LS-
UAV-WSN [90] x x

ADCP [91] x x

H-
UAV-WSN [92] x

TADA [93] x

Tree-
based

UAV-CDG [82] x

LSN ULSN [94] x x x

Position EEJLS-
WSN-UAV [95] x x

Routing Protocols for UAWSNs base on Protocol Operation-Based Routing

PSO-
WSN-UAV [83] x x

FSRP [26] x x x
Cluster-
based

EFUR-WSN [96] x x

Acronyms: L&S: Localization and synchronization; ToT: Total of transmission; DTR: Data transfer rate.

The routing protocols in UAV-assisted WSNs tackle the specific problems as shown
in Table 4. However, they still have some limitations which we discuss in this section. A
heuristic solution in [80] could provide the UAVs with an energy-efficient path. It means
that UAVs will visit a certain number of nodes. Therefore, sensors far from visited nodes
may have to send their data through one or more intermediate nodes, which may cause
delay and loss of information. In [63], a framework for UAV trajectory planning and UAV-
Sensor synchronization is well-established. However, the paper only takes into account
a scenario with a single UAV. The same problem of SN-UAV protocol is found in [85].
Problems related to noise are also not considered. Authors in [81] provide an effective
framework for the cooperative working of multiple devices in WSNs. However, data
congestion and interference problems are not considered. Some works in [84] address prob-
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lems of sensor deployment using UAVs and find optimal routes for UAVs. The limitation
is that the work only evaluates small-size networks. An adaptive path planning strategy
is proposed in [28]. After each working period, new cluster heads are chosen in order to
ensure balance in the energy of the whole network. The UAV updates its flight according
to newly established cluster heads. The multi-hop communication among clusters is not
considered. Therefore, UAVs may consume a huge amount of energy as the number of
clusters is large. Paper [86] aims to optimize UAVs’ trajectory and attitude to cover all
sensor nodes. This work should extend to multiple UAV systems since a UAV working
alone may not effectively cover a large number of sensors. The proposed protocol in [56] is
applicable for various sizes of networks. However, parallel processing is not evaluated.

Table 3. Main optimized results are implemented to tackle routing problems in UAV- assisted WSNs.

Optimized Objectives

Topology Protocol Trajectory
of UAVs

Network
Lifetime DTP DCC Covered

Area NP TR

Routing Protocols for UAWSNs base on Network Structure-Based Routing

HHA x

SN-UAV x

UAV-WSN xFat

UAV-
AS-MS x

URP x

C-
UAV-WSN x

rHEED x

UADG x

DPBA x

EEDGF x

PCDG x x

Cluster-
based

LS-
UAV-WSN x

ADCP x x

H-
UAV-WSN x

TADA x
Tree-
based

UAV-CDG x

LSN ULSN x

Position EEJLS-
WSN-UAV x

Routing Protocols for UAWSNs base on Protocol Operation-Based Routing

PSO-
WSN-UAV x x x

FSRP x
Cluster-
Based

EFUR-WSN x x

Acronym: DTP: Data Transmission Performance; TR: Transmission Rate; NP: Node Positioning; DCC: Data Collection Cost.
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The flying time of UAVs is optimized in the solution proposed in [88]. However,
the interference among UAVs is not analyzed, which may affect network performance
by exploiting multiple UAVs. A compressed data collection technique is utilized in [89]
which helps mitigate energy expenditure by decreasing the number of transmissions. This
approach may not be effective while applying to networks with small sizes. Research work
in [82] faces the same issue. A solution in [90] aims to extend covered areas. The effects of
UAVs’ trajectory and attitude on sensing performance are not mentioned. Obstacle avoid-
ance is effectively taken into account while performing clustering and UAV’s trajectory
planning. The limitation is that the network is less robust to cluster head’s failures. The
authors of [94] propose a protocol which mitigates interference between sensors and UAVs.
However, the interference among sensors in WSNs is not addressed. Node localization and
synchronization between UAV and sensor node are optimized in [95]. The drawback of this
approach is that the cost is relatively high as this approach requires many beacon nodes.

Table 4. The important routing problems in the network are solved by the routing protocols mentioned above.

Current Problems Solved Protocol

Energy-efficient trajectory for UAVs HHA, SN-UAV,
rHEED, EEDGF

Scheduling appropriate operation time of nodes considering UAV trajectory SN-UAV,
EEJLS-WSN-UAV

A multi-layer framework makes devices cooperate more efficiently UAV-WSN

Optimal path of UAV is planned by Vehicle Routing Problem.
Sensors utilize a pre-planned path to schedule communication timetable to save energy UAV-AS-MS

Adaptive path planning for UAVs considering dynamics topology of WSNs C-UAV-WSN

Applicable for many networks’ density UADG

Significantly improving transmission rate DPBA, FSRP

Decreasing power expenditure by reducing transmission number PCDG, UAV-CDG
EFUR-WSN

Improving covered area LS-UAV-WSN

Optimization of data collection cost in 3D environment is considered ADCP

Efficient clustering algorithm for sensor considering
the presence of obstacles and UAV’s routing H-UAV-WSN

Exploiting advantages of compressed sensing methods
while mitigating drawbacks data reconstruction error, etc. TADA

A linear sensor network provides interference immunity ULSN

Diminishing power consumption by finding the best topology PSO-WSN-UAV

6. UAV Motion Control Problems

Exploiting UAVs can extend the lifetime of WSNs by reducing long-range data trans-
mission from sensor nodes to the base stations. Acting as a mobile sink, an UAV is required
to travel to cover an entire sensing area or a certain part depending on specific missions.
The maneuverability of mobile sinks can significantly affect the design of data collection
processes, motion planning for mobile sinks is an important research area in implementing
UAV-assisted data collection. Two essential factors in motion planning are trajectory and
speed. In this section, motion planning in the context of trajectory and speed are presented.

6.1. UAV Path-Planning

Trajectory control can be divided into offline planning and online planning. For offline
planning, information about working environments is available. Flight paths for UAVs



Electronics 2021, 10, 2603 16 of 24

can be generated offline based on this known information. The predefined path does not
change through missions. In contrast, online planning provides more flexible flight paths
for UAVs. The flight paths are calculated and modified while the UAVs fly to adapt to
disturbances in changing environments.

Offline trajectory planning for mobile sinks is a problem that is extensively studied, as
shown in Figure 8. The appropriate trajectory is computed concerning several constraints
such as obstacle constraints, speed constraints, energy consumption constraints, or minimal
path constraints. In [63], the authors propose a solution that generates a static trajectory for
UAVs concerning the wake-up and sleep mechanism of sensor nodes. A path-planning
algorithm is proposed that aims to minimize the flying time of UAVs [97]. In [82], an energy-
efficient UAV-assisted method of data collection is investigated. Sensor nodes are clustered
and a forwarding tree is formed. Each cluster is based on a Compressive Data Gathering
technique. By using the results, trajectories for UAVs are planned so that the distance from
initial positions of UAVs to cluster heads is minimized. Heuristic algorithms have also been
studied to solve trajectory planning problems for UAVs. In paper [98], a PSO-based method
is studied to find trajectories for UAVs. The energy consumption and the bit error rate of
sensor nodes are significantly reduced. By exploiting dynamic programming and genetic
algorithm, the authors of [72] propose an optimal trajectory planning for the networks with
respect to the age of information constraints.

Obstacle

Figure 8. Offline trajectory planning.

Online trajectory planning is introduced to resolve system and mission uncertainties
while mobile sinks operate, which is illustrated in Figure 9. In [99] is investigated dynamic
path planning for UAVs based on demands of sensor nodes. By receiving feedback from
sensor nodes, UAVs can redesign the trajectory to adapt to the requirements of sensors.
The parameters of a flight controller can also be adjusted to optimize the flight performance.
In paper [28], sensor nodes can be assigned to become cluster heads depending on their
residual energy. UAVs have to update the trajectories as the cluster head roles change.
In paper [100], the authors propose cooperation between WSNs and UAVs to monitor
wildfires. Static sensors are distributively deployed in a target area. Whenever sensor nodes
detect possible signals of a wildfire, sensors broadcast their warning signals. Then, UAVs
move to warn locations to perform further data collection processes. Online path planning
is also used to provide safe flights for UAVs while operating in complex environments
which are hard to model, such as environments with moving obstacles. In paper [101],
a collision-free trajectory-planning algorithm is introduced for UAVs to navigate in dynamic
environments. First, an initial trajectory is determined for each UAV. If UAVs detect possible
collisions with static obstacles or other UAVs while performing a mission, UAVs update
their trajectory to avoid collisions. The online trajectory planning is implemented based on
Rapidly Exploring Random Trees and Optimal Rapidly Exploring Random Tree algorithms.
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Obstacle

Moving obstacle

Static obstacle

Figure 9. Online trajectory planning.

6.2. UAV Speed Control Mechanisms

There are different strategies for controlling UAV speed while collecting data in WSNs.
They are categorized in three cases for the UAV speeds—(1) Constant Speed UAV (CSU),
(2) Variable Speed UAV, (3) Adaptable Speed UAV (ASU). Figure 10 shows UAV trajectories
that need different speed mechanisms.

Sensor Node (SN)Relay Node (RN)

Sink

Buffer size

Intercluster

Flight

UAV

Figure 10. Illustration of the process of UAV supporting data collection from cluster heads to sink nodes.

Constant Speed UAV (CSU): In this type, between clusters and sensor nodes, UAVs
will move at a fixed velocity. When the UAV is within the coverage of a cluster, it begins
the data collection process. If there is missing data in the RN’s buffer, these data must wait
until the next cycle of the UAV. When the UAV reaches the base station (BS), it transmits all
the collected data to the base station to start a new cycle [102]. The limitation of this case is
that real-time data cannot be ensured.
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Variable Speed UAV (VSU) [103]: In this case, the UAV will move at a variable speed
according to the following two cases:

• Speed of UAV while connected: this case refers to when the UAV is within the
communication range of the RN. It means that it is operating the data collection
process from the RN. This speed is measured in detail in the paper [104].

• The speed of the UAV when there is no connection: The UAV will change to another
level of speed as it moves out of the RN’s communication distance. To ensure efficient
data collection and to ensure real-time data, the UAV will speed up as fast as possible
when it has no connection.

Adaptable Speed UAV (ASU): when the UAV is within the communication distance
of the node, the speed of the UAV will be adjusted to be able to collect all the data from
this node. Parameters such as packet size, communication speed greatly affect the data
transmission time between the UAV and the node’s buffer. Hence, the UAVs can fly
faster when collecting data from nodes with smaller buffers that results in the latency
reduced. However, it will lead to inequity between different nodes because nodes have
unbalanced buffers.

In paper [105], the authors suggest latency-sensitive data collection in situations where
the speed of mobile elements is controllable. The first algorithm proposed by the author is
Stop to Collect Data (SCD) which is similar to the speed change algorithm to connect in
the communication range. T is the maximum time mobile element (ME) can take for one
cycle and S is the constant speed of ME , such that all nodes in the network are at their
most accessible at time T. The algorithm can determine whether ME moves with speed S
or stops. In addition, the author also proposes the second algorithm, which is Adaptive
Speed Control (ASC). The idea of this algorithm is: nodes are classified into three different
groups, depending on whether the amount of data collected is low, medium or high. ME
will stop at the node with a low data collection rate. For a node with an average data
rate, it will approach the rate s. ME will move at a speed of 2 s when approaching the
remaining network nodes. However, ME still completes its data collection cycle in time
T. This algorithm is said to have high performance in the case of a sparse network of
network nodes.

7. Opening Research Issues and Challenges

The use of UAVs has numerous advantages compared to mobile ground nodes. UAVs
have higher mobility, longer operation range, and longer operation time. With the bene-
fits, UAV-assisted data collection in WSNs has effectively improved the performance of
WSNs in terms of network lifetime, energy efficiency, latency, and routing complexity.
Although numerous studies have been conducted recently, the deployment of UAVs in
WSNs still has various issues. This section discusses open challenges to better utilize the
use of UAV-assisted data collection in WSNs.

• UAV path planning: Finding a proper flying path for UAVs is still a major issue. The of-
fline path planning method cannot guarantee robustness against model uncertainties,
whereas the online path planning method may not provide optimal solutions to fulfill
constraints such as time or distance constraints. A hybrid algorithm that combines
the advantages of both offline and online approaches is a future research direction.

• Sensor-to-UAV Data Transfer: Transmitting sensing data to a UAV hovering over
sensors could be a challenge [106]. Energy expenditure should be carefully considered
in designing data transmitting protocol because of the limited energy of sensor nodes.
Most data transfer protocols consider collecting data problems in one-dimensional
WSNs while routing for UAV-assisted WSNs is three-dimensional. Therefore, data
transfer needs to be further studied.

• UAV Coverage: The coverage of UAVs is also a critical issue. Most of the previous
studies utilized a single UAV to collect data from static ground nodes. Therefore,
coverage problems in two-dimensional scenarios are extensively studied. Recently,
using a multiple-UAVs system has been extensively studied due to its high efficiency
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compared with using a single one. The coverage area of each UAV can be different
depending on its altitude. It is necessary to investigate the coverage problems of
multiple UAVs working together.

• Multi-UAV-Aided WSNs: Exploiting multi-UAV systems can offer significant enhance-
ments in data collection time, latency, fault tolerance, and network lifetime [107].
Coordination among UAVs is posing challenges in implementing multiple UAV sys-
tems. Various problems need to be investigated, such as collision avoidance between
UAVs, multi-hop communication for UAVs, etc.

• UAV Positioning: A common approach for UAV positioning is using accurate infor-
mation from GPS. However, GPS signals may be weak or unavailable, for example, in
disaster areas. Positioning only based on GPS single is not sufficient. This situation
requires further research for advanced positioning techniques which are more robust.

• Security Issues: Security is a critical problem in either UAV-assisted WSNs or other
remote sensing systems since they are often deployed outside with the lack of security.
As sensor nodes and UAVs communicate with each other wirelessly, their communica-
tions have to face numerous security issues [108]. Several studies involving encryption
and identity verification have been proposed to protect the security of the network
attacked by bogus routing information, flooding attacks, etc. Designing a more reliable
communication channel to meet security requirements would significantly encourage
the deployment of UAV-assisted WSNs.

8. Conclusions and Future Developments

Routing protocols and communication technologies in UAV-aided WSNs are still
rapidly growing in different fields of applications. This paper presents a comprehensive
and comparative study of the models and strategies for UAV-Based Data Communication
in WSNs with different scenarios. Different problems for data collection in such networks
are classified and compared. Communication and control problems in the networks are
provided with details that can provide a significant overview in almost reliable applica-
tions. In addition, different routing mechanisms and control strategies are provided and
compared in tables for further details. The main problems of UAV-assisted WSN are sum-
marized, as well as solutions for each specific scenario in supporting WSNs. This enables
researchers to identify the advantages and limitations of each technology and protocol.
This is fundamental for choosing the protocols and communication technologies in specific
applications. Finally, new research directions, as well as challenges, are also reviewed and
discussed. This work shows promising points for further developments in the field. In
future work, all the opening issues would be considered to improve the performance of
either UAVs communication networks or intra-WSN communications. Facing multimedia
network requirements, all the combined networks should be improved, synchronized,
secured, etc., to result in high quality of services (QoS).
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