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Abstract: Developing a hum–computer interface (HCI) is essential, especially for those that have
spinal cord injuries or paralysis, because of the difficulties associated with the application of conven-
tional devices and systems. Eye-writing is an HCI that uses eye movements for writing characters
such that the gaze movements form letters. In addition, it is a promising HCI because it can be
utilized even when voices and hands are inaccessible. However, eye-writing HCI has low accu-
racy and encounters difficulties in obtaining data. This study proposes a method for recognizing
eye-written characters accurately and with limited data. The proposed method is constructed using
a Siamese network, an attention mechanism, and an ensemble algorithm. In the experiment, the
proposed method successfully classified the eye-written characters (Arabic numbers) with high
accuracy (92.78%) when the ratio of training to test data was 2:1. In addition, the method was tested
as the ratio changed, and 80.80% accuracy was achieved when the number of training data was solely
one-tenth of the test data.

Keywords: eye-writing; EOG; deep neural network; classification; Siamese network

1. Introduction

According to a report from the National Spinal Cord Injury Statistical Center in
2021, 290,000 patients are physically paralyzed owing to acquired spinal cord damage
or degenerative neurological diseases such as amyotrophic lateral sclerosis (ALS) in the
United States [1]. There have been several studies on applications to aid the communication
of paralyzed patients using bio-signals by developing human–computer interaction (HCI)
tools.

Among various bio-signals, electrooculograms have garnered the attention of re-
searchers because eye movements are one of the few communication methods for ALS
patients at the later stages. Muscular controllability decreases as the degree of the disease
becomes severe; however, the muscles related to eye movements operate even in the later
stages of ALS. Utilizing gaze movements is a common communication method for patients
with ALS [2]. The common way to track eye movements is to utilize camera and image
recognition techniques. However, recently, electrooculogram (EOG) devices have been
studied for tracking gaze movements. The advantages of EOG-based eye-tracking are the
low cost of the devices and the ease of use because they can detect eye movements even in
closed-eye states.

The main challenge in utilizing EOG-based eye-tracking devices is the instability of the
EOG because the signals are often contaminated with noise and artifacts [3]. EOG-based
gaze recognition has been widely used to estimate the directions of instantaneous eye
movements. Controlling wheelchairs [4,5] or game interfaces [6,7] in two to four directions
are the main applications of EOG-based eye-tracking; in addition, keyboard-typing systems
have been developed using four- to eight-directional eye movements [8,9].

In 2007, Tsai et al. demonstrated that EOG signals can be utilized to directly write
letters by moving the gaze in a letter form [10]. Heuristic features were derived from direc-
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tional changes in the EOG signals to recognize 10 Arabic numerals and four mathematical
symbols. The results indicated that 75.5% believability and 72.1% dependability were
achieved.

Lee et al. proposed a method to recognize eye-written English alphabets of 26 patterns
using dynamic time warping (DTW) to obtain 87.38% accuracy [11]. Fang et al. recognized
12 basic patterns of eye-written Japanese katakana, achieving 86.5% accuracy by utilizing
a neural network and a hidden Markov model [12]. Chang et al. achieved the highest
accuracy of 95.93% in recognizing eye-written letters by combining a support vector
machine (SVM) and dynamic positional warping [13].

One of the major issues in recognizing eye-written characters is the instability of EOG
signals [3]. EOG is often contaminated with crosstalk, drift, and other artifacts related to
body status and movements, which cause the misrecognition of eye-written patterns. There
are some methods for removing noise and artifacts from EOG, including band-pass and
median filters, along with wavelet transforms to extract saccades [11–16]. However, it is
very difficult to extract eye-movement signals accurately because they can be easily hidden
in the artifacts over a short distance. Moreover, the recognition accuracy can be reduced if
the EOG signals are distorted when noise is removed.

Over the past decade, the application of deep neural networks (DNNs) has become
a popular approach to manage these preprocessing issues [17]. The raw data are used
directly after the minimum data processing, and noise is expected to be removed or ignored
with convolutions. One of the limitations of DNNs is that they require numerous data
to correctly recognize complicated signals. For example, a DNN achieved 98.8% of the
top-5 image classification accuracy; however, it should be noted that there were 14 million
images in the dataset [18,19]. Obtaining a large dataset is unfeasible in several cases,
especially when the data should be measured by human participants, such as eye-written
characters. Measuring EOG signals from many participants is often difficult because of
research budgets, participants’ conditions, or privacy issues.

This study presents a method to utilize a Siamese network structure [20,21] to address
the limitation of the small dataset. The Siamese network was developed to recognize
images by comparing the two signals. The network does not learn to classify but is trained
to recognize whether the two given images are in the same group. A classification problem
for multiple groups is simplified into a binary classification with the Siamese network.
Because the simpler network requires less data for training, it is suitable for the problems
with a limited number of training data.

The main contribution of this paper is that a methodology was proposed to recognize
the eye-written characters to overcome the data size issue. A neural network structure was
proposed by employing the concept of the Siamese network, and a boasting methodology
was suggested to be utilized to enhance the performance of the network. The proposed
method was validated as reducing the number of the training data.

This paper is organized as follows: Section 2 presents the methodology to preprocess
and classify eye-written characters; Section 3 shows the experimental results to evaluate
the proposed method in different perspectives; and Section 4 summarizes the current study
and indicates the further research issues.

2. Methodology
2.1. Dataset

A public EOG dataset of eye-written characters was utilized [13]. Presumably, this
dataset is the sole public dataset of eye-written characters. The dataset comprises eye-
written Arabic numbers from 0–9, written by 18 participants. The shapes of the Arabic
numbers were designed for ease of writing (refer to Figure 1). Each participant wrote the
numbers three times each, such that the dataset comprised 540 characters in total.
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2.2. Pre-Processing

Four pre-processing steps—downsampling, eye-blink removal, normalization, and
data resampling—were conducted as the minimum processes to utilize the data for deep
neural networks.

In the pre-processing steps, eye blinks in the signals were removed using the maxi-
mum summation of the first derivative within a window (MSDW) [22] after signal down-
sampling to 64 Hz. The ranges of the eye-blink region (R) were determined using the
following equation:

R =
{[

T
(

Maxi−j
)
−
∣∣∣W f (T(Maxi−j))

∣∣∣, T(Mini)
]}

, (1)

where f (t) represents the MSDW filter output that emphasizes eye blink signals, and
T(Maxi) and T(Mini) are the time points of the ith local maximum and minimum, respec-
tively [22]. The detected regions were removed and interpolated using the beginning and
end points of each range.

After the eye blink removal, the characters were normalized to have x–y coordinate
values between −1 and 1. The characters were translated for the starting point to be the
coordinate origin (0,0), and divided by the length from the starting to the farthest points.
Each character exists within a circle with a radius of 1, and the aspect ratio is reserved in
the normalization process.

The normalized signals were resampled for each point to be placed uniformly in the
Euclidian space. The resampling procedure comprised five steps (refer to Figure 3).
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The first step of the resampling procedure is to remove the data points placed near
the others because gaze is often fixed on a certain position when eye-writing (e.g., refer
to Figure 2). In this step, all the points of a character are divided into segments, and each
segment has m points. The points in a group are substituted by its central points if the
standard deviation of the points (σG) is smaller than a threshold. The threshold is denoted
as σG ∗ r, where σG is the mean of the σGs in the character, and r is a constant determined
experimentally. The second step of data resampling is to fill points between consecutive
points by over-sampling. The distance between each pair of two consecutive points is
calculated, and the number of points to be inserted for the pair (m) is defined as follows:

m = D/Dmin − 1, (2)

where D is the distance between the ith point and the next and Dmin is the minimum
distance between consecutive points in a character. The segment is filled with m points
using linear interpolation. The third step of data resampling is to adjust the point positions
to have the same distances between all consecutive points in a character. The mean distance
was set as the standard distance (l), and the positions of each point were adjusted using
linear interpolation to have a distance of l from the consecutive points. The fourth step is
to ensure that the number of points in each character is the same for further use in deep
convolutional neural networks. Points were randomly selected and removed to have the
same number of points as the standard number of points (n). Random selection does not
distort the original shapes of characters because there are a sufficient number of points
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in a character throughout the preceding steps. In the experiments, n was set to 190 to
preserve the shape of the original characters while minimizing the number of points. The
positions of the points were adjusted again after the fourth step to keep the same distance
between consecutive points. An example of the data resampling procedure is illustrated in
Figures 4 and 5.
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2.3. Reference Data

The Siamese network is a process of determining whether two input data are in the
same group by checking their similarity. Koch et al. presented a method of utilizing a
Siamese network for classification challenges by selecting training data randomly [20];
however, we observed that it is not suitable for the eye-written characters due to the noise
and shape variations among different people.

In this study, reference data for the standard form for each class were generated and
utilized. Reference data were generated with the same number of points as the actual data
in the dataset using the original pattern design of Arabic numbers (Figure 1). The shape of
the reference dataset is the same as the shapes in Figure 1.
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2.4. Network Architecture

The basic network structure of the proposed method follows the Siamese network
in [20]. The Siamese network was published for image classification issues as a similarity
metric [21,23], and a one-shot classification method was proposed by comparing the input
data to a set of random data from the dataset [20,24]. The Siamese network has two
base models that have the same network structure and sharing weights. The two models
generate feature vectors from the input data, and the distance between vectors is measured
by applying a distance function (L1 norm, L2 norm, etc.).

The network, illustrated in Figure 6, receives inputs from two data sequences, where
one is a target and the other is comparative data. The outputs of the base model are two
vectors which are the encoded features of each input vectors. L1 distance is calculated
as follows:

L1 =
n

∑
i=1

∣∣∣VT
i − VC

i

∣∣∣, (3)

where VT
i is the ith value of the output vector from the target input, VC

i is the ith value of
the output vector from the comparative input, and n is the size of each output vector. The
output of a whole network (O) is derived by applying the sigmoid function to L1 distance
as follows:

O = f (I) = s

(
n

∑
i=1

∣∣∣VT
i − VC

i

∣∣∣), (4)

where the sigmoid function (s) is as follows:

s(x) =
1

1 + e−x . (5)
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Figure 6. Siamese network structure. The input data of the network is a pair of two eye-written
characters: one is a target data to recognize and the other is a comparative character. The base model
consists of two networks that share a network structure and weights. The outputs of the base model
are two feature vectors from the two input characters. The output of the whole network is calculated
by employing L1 distance and sigmoid functions with the feature vectors.

The network is trained to minimize the distance if the input data belong to the same
class and to maximize the distance if they are in different classes. Siamese networks can
learn to compare input data even with a limited number of data for each class [25].

In this study, the base model for the Siamese network for EOG signals was designed
using two convolutional and two long short-term memory (LSTM) layers connected sequen-
tially, where batch normalization and dropout layers were attached to avoid overfitting.
We also utilized a hierarchical attention mechanism [26,27] to the output of the LSTM layer
for enabling the network to focus on more important parts of the signals. The attention
mechanism is utilized for the network to focus on specific source or features from input
data [28]. Figures 7 and 8 illustrate the structure of the proposed base model.
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and the second attention was implemented with the input vector and the output of the first attention.
The output of the second attention was concatenated with the output of the lambda function, which
becomes the input of the fully connected layer to generate the output of the attention network.

With the proposed base model, the Siamese network receives two input data as a
factor. Each input is passed through the base model to obtain a pair of embedding vectors.
The similarity is obtained by applying a sigmoid function to the distance between the two
vectors. The distance is calculated using the L1 distance layer.

2.5. Train and Test Batch

The Siamese network compares two input data and determines whether they belong
to the same group (matched) or in different groups (unmatched). The network was trained
or tested batch by batch, with a batch comprising 40 characters (Figure 9). A batch is a set
of pairs of eye-written characters. Half of the batches were matched pairs, and the others
were unmatched pairs. The target values of the batch were a vector with a length of 20.
The first half of the vectors had a value of 0, and the left half had a value of 1. The network
learnt to estimate the similarity between data pairs.
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Figure 9. Data batch pairs for training with different conditions for comparative batch. (a) Reference
data only, (b) eye-written characters for unmatched pairs, and reference data for the matched pairs,
(c) eye-written characters only.

A data pair comprises two characters, one in the target batch and the other in the
comparative batch. The data of the target batch for the matched pairs were selected
from the training data sequentially, and the pairs of the selected data were the reference
(Figure 9a,b) of each target data or the data selected randomly within the same class
(Figure 9c). The data of the unmatched pairs were selected randomly while ignoring the
class information because the combinations of the unmatched pairs were significantly more
than the combinations of the matched pairs.

This study proposed three options to generate a comparative batch for training,
as illustrated in Figure 9. Figure 9a illustrates the use of reference data solely for the
comparative batch. The data of the matched pairs were fixed, and that of the unmatched
pairs were randomly selected. The second option is to utilize eye-written characters for
the unmatched pairs to avoid overfitting (Figure 9b). The third option is to utilize the
eye-written characters for both unmatched and matched pairs (Figure 9c). We assumed that
using a limited amount of data for the comparative batch could cause overfitting issues.

The training procedure is described in Algorithm 1. The network model was trained
by switching the comparative batches of Figure 9. The reference data (or mix of reference
and eye-written characters) were used as the comparative batch when the epoch number
was odd (see Figure 9a,b), and a selection of the eye-written characters were used as the
comparative batch when the epoch number was even (see Figure 9c). Target batches were
selected randomly from training datasets. One half of a target batch is the unmatched pairs
and the other is the matched pairs (see the target batches in Figure 9). After the selection of
the target and comparative batches, the network was trained with the batches. This process
was repeated for each epoch.

The data batch used for the test is illustrated in Figure 10. There are 10 eye-written
characters, which are the copies of a single character, and 10 reference data, which are
the representatives of each class. After calculating the similarities between each data pair
with the trained network, it is expected that the similarity of the matched reference will be
higher than that of the other references.
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Algorithm 1. Training procedure (Before)
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2.6. Ensemble Method

An ensemble method was employed to stabilize the network training procedure
because the performance of the trained model varies according to the initial weights of the
network and the data selections and orders in the training phases. We trained a network
model n times and calculated the mean of the outputs for each data pair at the test phase to
obtain the final similarities. The final output vector OF is defined as follows:

OF =
n

∑
i=1

fi(I) (6)

where I is the input vector, fi(I) is the output vector of the ith trained model, and n is the
number of trained models.

3. Results
3.1. Ratio of Training and Test Data

The performance of the proposed method was evaluated by altering the ratio of
the training data to the test dataset. This experiment was conducted with five different
cases, varying the ratio from 1:10 to 2:1 (Table 1). The data were selected randomly when
separating the training and test data, while the data for each class were the same. Please
note that there are solely five eye-written characters for each class in Case 1.
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Table 1. Train and test data separation with different ratios.

Case Train Test Train to Test Ratio

Case 1 50 490 f allingdotseq 1:10
Case 2 90 450 1:5
Case 3 180 360 1:2
Case 4 270 270 1:1
Case 5 360 180 2:1

3.2. Accuracy According to the Type of Comparative Batch

An experiment was conducted by altering the training–test ratio and the type of
comparative batch. The experiment was repeated 10 times to verify the stability of the
method.

First, reference data were utilized solely for the comparative batch. The results are
presented in Table 2. Case 5, in which the number of training data was the largest, achieved
the highest mean accuracy of 90.79%. The accuracy dropped as the number of training data
was decreased, but the mean accuracy remained over 80%, even when solely 50 data points
were provided to train the network. Notably, the learning stability dropped suddenly when
the number of training data decreased from 90 to 50 (the standard deviations of the first
case were three times larger than the second case).

Table 2. Recognition accuracy with reference data solely for the comparative batch.

Case
Trial

Best Avg. Std.
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

Case 1 78.78 83.67 82.04 83.67 74.29 73.67 74.08 86.53 83.47 87.76 87.76 80.80 4.99

Case 2 85.11 83.78 84.22 87.56 86.89 85.33 82.89 86.67 85.33 82.22 87.56 85.00 1.66

Case 3 86.67 89.44 86.94 89.17 89.17 85.56 84.72 90.28 85.28 88.89 90.28 87.61 1.91

Case 4 90.00 88.89 91.11 89.63 90.00 90.00 89.26 90.74 89.63 87.41 91.11 89.67 0.97

Case 5 88.89 93.33 89.44 90.00 89.44 92.78 88.89 90.56 91.67 92.78 93.33 90.79 1.63

Table 3 presents the results when both the reference and the eye-written characters
were used together for the comparative batch. There were no significant differences
between the two experiments. The accuracies with both types of characters were slightly
higher than the accuracies with the reference data when the size of the training data was
larger than that of the test data (Case 5). Based on the results of this section, all subsequent
experiments utilized the reference data together with the eye-written characters for the
comparative batch.

Table 3. Recognition accuracy with reference and eye-written data together for the comparative batch.

Case
Trial

Best Avg. Std.
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

Case 1 82.24 76.12 82.44 78.57 81.43 76.33 80.61 77.96 78.57 81.22 82.24 79.55 2.23

Case 2 87.33 84.00 89.11 81.56 86.22 85.78 85.78 86.00 87.56 87.56 89.11 85.98 2.16

Case 3 88.05 85.00 90.56 86.94 90.56 89.72 87.50 89.72 89.72 91.11 91.11 88.89 1.85

Case 4 89.26 83.33 92.59 91.11 87.78 86.30 90.37 92.59 92.22 90.74 92.59 89.63 2.87

Case 5 92.22 90.00 92.78 91.67 90.56 92.22 91.67 90.00 92.22 91.11 92.28 91.45 0.94
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3.3. Evaluation of Attention Mechanism

An experiment was conducted to determine the importance of the attention mecha-
nism. Table 4 lists the accuracies when the attention layer is removed from the network.
The highest accuracy of Case 5 was 86.11%, with the average being limited to 71.11%.
As illustrated in Figure 11, the difference between the two groups was significant for all
the cases of the train–test ratio. This result indicates that the attention mechanism is an
important factor in the performance of the proposed method.

Table 4. Recognition accuracy without attention layer.

Case
Trial

Best Avg. Std.
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

Case 1 35.51 31.43 50.82 52.44 53.06 54.89 44.48 46.53 63.26 55.71 63.26 48.80 9.61

Case 2 39.55 38.22 76.88 66.00 45.33 56.88 14.66 44.66 66.66 72.22 76.88 58.10 23.27

Case 3 58.61 83.89 40.83 83.06 38.06 84.72 70.00 77.50 73.61 49.17 84.72 67.04 19.10

Case 4 61.85 82.60 83.70 61.48 78.15 67.78 76.63 84.81 62.59 85.19 85.19 74.48 10.02

Case 5 56.67 86.11 73.88 56.11 73.88 80.56 75.55 65.00 66.11 77.22 86.11 71.11 9.90
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3.4. Ensemble Method

It has been reported that an ensemble model comprising weak learners improves
recognition accuracy and stabilizes performance. We trained the five models of weak
learners with the same training set and obtained the average output as the final similarities.

In our experiment, the accuracy became stable with the ensemble method as the
minimum accuracy was 91.67%, while the minimum accuracy for each learner was 88.89%.
When we repeated the experiment five times, the accuracies were increased for all trials as
compared with the mean accuracies of the weak learners (Table 5). A training–test ratio of
2:1 was used in this experiment.
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Table 5. Results of five ensemble models.

Trial
Weak Learner

Best Avg. Std. Ensemble
Acc.Model A Model B Model C Model D Model E

1st 91.11 91.67 90.56 91.67 90.00 91.67 91.00 0.72 92.22

2nd 92.78 90.00 91.67 91.67 90.00 92.78 91.22 1.20 92.22

3rd 90.56 88.89 91.11 91.11 93.33 93.33 91.11 1.59 93.33

4th 90.00 90.56 90.56 88.89 87.89 90.56 89.58 1.17 91.67

5th 92.22 92.78 95.00 88.89 91.11 95.00 92.00 2.24 94.44

Avg. 92.78

Table 6 compares the accuracies of the proposed method with other methods. The
mean accuracy of the proposed method was 92.78%, which is the 6th grade among the
11 methods. The primary contribution of the proposed method is that it achieved high
accuracy with an extremely limited number of training data. The accuracy of the proposed
method was 2.98% lower than the best accuracy in [13]; however, the number of training
data was solely 11.7% of the previous method.

Table 6. Recognition accuracies of eye-written characters with different methods.

Method Character Set
(Number of Patterns)

Number of
Participants Train to Test Ratio Accuracies (Metrics)

DPW [29] English alphabets with 3
directional symbols 19 4:1 50.47 (accuracy)

Heuristic [10] Arabic numbers, arithmetic
symbols (14) 11 Rule-based system 75.5 (believability)

DTW [11] English alphabets (26) 20 4:1 87.38% (F1 score)

HMM [12]

Japanese katakana (12) 6 9:1

86.5% (F1 score)

DTW [12] 77.6% (F1 score)

DNN-HMM [12] 93.8 % (accuracy)

GMM-HMM [12] 93.5 % (accuracy)

DTW [13]

Arabic numbers (10) 18 17:1

92.41% (accuracy)

DPW [13] 94.07% (accuracy)

DTW-SVM [13] 94.08% (accuracy)

DPW-SVM [13] 95.74% (accuracy)

DNN [30] Arabic numbers (10) 18 17:1 97.78 (accuracy)

Siamese (proposed) Arabic numbers (10) 18 2:1 92.78% (accuracy)

3.5. Recognition of Non-Trained Patterns

Because the Siamese network is a model that measures the similarity between two
input data, it can be utilized to calculate the similarities of untrained patterns. To verify
our hypothesis, we designed an experiment in which data from nine classes were used
for training, and the other class was used for testing. We trained the network with the
eye-written characters of the Arabic numbers from 0–8 and tested it with the characters
of number 9. A training-test ratio of 2:1 was applied in this experiment, and an ensemble
model was applied to enhance the accuracy. The experiments were repeatesd 10 times to
check the stability.

The mean accuracy of the non-trained pattern was 51.53%, as presented in Table 7.
Classification accuracy varied according to the trials. The worst accuracy was 26.42%,
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which is better than the coincidence; however, the accuracy is quite low when all the
patterns were utilized for training. The best accuracy was 77.53%, which is close to the
accuracy of Case 1 when all patterns were used. This result implies the possibility of
minimizing the number of training patterns when new patterns are added to a pre-trained
model.

Table 7. Recognition accuracy for non-trained class (trained classes: 0–8, non-trained class: 9).

Trial
Best Avg. Std.

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

47.17 67.92 39.63 69.81 26.42 60.38 39.62 49.06 37.74 77.53 77.53 51.53 16.6

4. Conclusions and Outlooks

This study proposed a method with a Siamese network and an attention mechanism
to classify eye-written characters with a limited set of training data. The proposed method
achieved 92.78% accuracy with a train–test ratio limited to 2:1. This is an impressive
achievement because previous studies used 90–94.4% of data for training and tested with
the rest. It was indicated that the recognition accuracy of the proposed method remained
approximately 80% even when the proposed model was trained with 50 data and tested
with 490 data. Moreover, this study showed the possibility of classifying an untrained
pattern by utilizing the Siamese network.

One of the limitations of this study is that a single dataset of Arabic numbers was
utilized to validate the proposed method. Although this is the only public database to the
best of our knowledge, this issue should be treated in a future study by collaborating with
other research groups.

Another limitation of this study is that the study was conducted in a writer-dependent
manner, which does not guarantee the performance when a new user’s data is included
to test. Although it is assumed that the proposed method may achieve high performance
in writer-independent validation because the training–test ratio was lowered to 1:10,
experimental results will be required to prove this assumption.

In future studies, the validity of the proposed method using other time-series signals
such as online handwritten characters, electrocardiograms, and electromyograms requires
further research. In addition, this study can be extended by calculating the similarities for
untrained patterns. The performance of the Siamese network is believed to be improved as
the variations of the training patterns increase because it learns to calculate the difference
between two images in various classes. We are planning to study the accuracy changes
according to the number of classes and training patterns in the recent future.
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