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Abstract: Nowadays, more people are affected by various diseases such as blood pressure, heart
failure, etc. The early prediction of diseases tends to increase the survival of affected patients by
allowing preventive action. A key element for this purpose is the digitalization of the healthcare
system through the Internet of Things (IoT) and cloud computing. Nevertheless, there are major
problems in the cloud with the IoT due to false predictions and errors in medical data, which results
in taking a longer time to receive patient details and not providing the best outcome. Data transfer
through the cloud can also be hacked by attackers due to the lack of security. This leads to a challenge
for medical experts to predict the diseases accurately for a specific patient. Therefore, a novel hybrid
elapid encryption (HEE) method was proposed for improving the security of cloud systems. In
addition, the affected person’s disease and the severity risk level were predicted and classified
using the proposed novel hybridization technique of the generalized-fuzzy-intelligence-based gray
wolf ant lion optimization (GFI-GWALO) method. After the disease is predicted, the alert signal is
provided to the patients. Moreover, this proposed research was implemented on MATLAB. Then
the proposed simulation outcome was compared with various conventional methods and showed
that the proposed method has the best outcomes in terms of its security and disease prediction with
80 ms of encryption time and 78 ms of decryption time, 100% accuracy, 99.50% precision and 8 ms of
processing time.

Keywords: Internet of Things; generalized-fuzzy-intelligence-based gray wolf ant lion optimization;
big data; healthcare system; cloud storage and hybrid elapid encryption

1. Introduction

In recent times, the human lifespan has increased due to the advances in the devel-
opment of healthcare organization such as medical facilities, treatments and health data
administration of patient care [1]. Nevertheless, unnecessary errors, transmission delays,
security threats, the lack of proper medical data and fault diagnosis are major problems in
advanced healthcare development [2]. Hence, the information of patients must be protected
from unlicensed users using new strategies. Furthermore, the use of IoT-based wearable
sensor technology has increased tremendously in healthcare applications for anticipated
disease prediction [3]. Moreover, IoT devices are integrated with the cloud computing
components and provide identical users [4]. IoT devices gather a huge amount of data from
remote-area patients, which are stored in the cloud storage environment. Furthermore,
this has the ability to broadcast the data of patients from the system without requiring
computer communication from the patient [5]. Therefore, the availability of the cloud
with the IoT allows logical and predictive tools for enhancing disease prediction accu-
racy. The unstructured medical statistics, semi-structured medical statistics and structured
medical records of patients from the IoT on the cloud are arranged as big data of affected

Electronics 2021, 10, 3013. https://doi.org/10.3390/electronics10233013 https://www.mdpi.com/journal/electronics

https://www.mdpi.com/journal/electronics
https://www.mdpi.com
https://orcid.org/0000-0002-7613-0317
https://orcid.org/0000-0001-7298-7930
https://doi.org/10.3390/electronics10233013
https://doi.org/10.3390/electronics10233013
https://doi.org/10.3390/electronics10233013
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/electronics10233013
https://www.mdpi.com/journal/electronics
https://www.mdpi.com/article/10.3390/electronics10233013?type=check_update&version=1


Electronics 2021, 10, 3013 2 of 25

patients [6]. From this, the cloud computing efficiency in the healthcare system is higher
because it is used in disease forecast application, handling medical records of patients,
recovering patients’ data from big data and tele-medicine [7]. Moreover, IoT components
are utilized to estimate various diseases such as breast cancer, heart disease, diabetes and so
on [8]. Therefore, a robust monitoring scheme should be available to the patient while they
move from one location to another or in situations with no or less network connection [9].
Real-time medical data processing has some difficulties with data storage in the cloud
for data handling, disease diagnosis and health data management [10]. However, the
main challenge of this technology is security threats to data transmission between the
patient and management [11]. The confidential data can be captured by external attacks,
eavesdropping, distortion and fraudulence. If there is no data security method, the in-
formation of patients may be leaked from the cloud server which can affect the disease
estimation [12]. Furthermore, in the healthcare system, security supervision from illegal
access is a challenging task. In the advanced cloud with IoT-based healthcare arrangement,
the conventional security method is unfit for better performance [13].

Furthermore, the IoT collects an enormous amount of data in the medical care system,
and data science technology can provide an essential method to develop more intelligent
IoT devices [14]. Machine learning and data mining are a branch of data science, which
is used to estimate new patterns and guidelines from data [15]. The enormous amount of
data from the clinical system is significantly handled by the ordinary machine learning
method [16]. Traditionally, various techniques have been utilized such as classification
methods, the neural network (NN) approach, fuzzy methods, heuristic techniques and
clustering techniques for disease prediction [17]. However, the conventional methods have
not performed efficiently [18] because, if some of the data are missing, the accuracy of the
conventional methods of disease forecasting is diminished and a high error rate is produced.
Moreover, [19] used a lightweight encryption replica for analyzing the biological data of
the affected people using IoT devices, but these analyzed data cannot provide accurate
information about the affected people. In addition, an e-health system is provided for
patients to reduce health problems [20]. However, this technology requires more security
to protect the collected data in an efficient manner. Some recent heuristic algorithms have
been used in the field of engineering such as particle swarm optimization [21], 2-Opt-based
discrete ant lion optimization technique in routing issues [22], memetic genetic approach
for traveling salesmen problems [23], arithmetic optimization method [24] and so on.
Therefore, in this research, hybrid intelligent secure strategies were utilized to achieve the
best outcomes in terms of improved security and prediction. Moreover, the developed
technique aims to predict disease in the human body with the help of IoT-enabled devices.
Conventional health support methods only forecast the chance of individual diseases,
and security hazards are a major problem. Thus, the main scope of this research was
developing a new hybrid encryption technique to protect the sensitive data of patients
from the access of attackers. Moreover, the hybridization of a novel classifier based on
neuro-fuzzy and optimization was performed for enhanced disease prediction with the
best accuracy. Furthermore, the main aim of this research was to predict and analyze the
severity of diseases.

The main contributions of this research are summarized below:

• We introduced a novel GFI-GWALO hybrid classifier for prediction and severity
risk analysis.

• From the standard website, the human biological parameters were gathered and stored
in the cloud database.

• The stored data were secured by a novel HEE-based security strategy.
• The HEE security protects the stored data from hackers, and a novel GFI-GWALO-

based hybridization classifier technique was also proposed.
• A novel GFI-GWALO technique was developed to identify the disease and its severity.

If the person has been affected by any diseases, the notice is provided via email or
SMS, and then the person can consult medical experts.
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• Finally, the proposed HEE with GFI-GWALO method was compared with various
disease prediction approaches, which proved that the proposed HEE GFI-GWALO
method achieves improvements in encryption and decryption time, accuracy, recall,
precision, error rate and F-measure.

The structure of this paper is summarized as follows: The related work of this research
is summarized in Section 1. The system model and the problem statement are explained
in Section 2. The proposed security and classifier method is elaborated in Section 3.
Consequently, the result and discussion along with the comparative analysis are described
in Section 4. Finally, the paper is concluded in Section 5.

2. Related Work

Some of the recent works of literature related to this research are summarized below:
In advanced health and medical care, IoT-based systems play a significant part. More-

over, this methodology helps medical experts and patients predict diseases from the
collection of disease forecasts and diagnoses. However, this method includes problems
such as inaccurate diagnosis and security. Therefore, an optimized K-means-based adap-
tive neuro-fuzzy inference system (OKM-ANFIS) along with the distributed key-based
advanced encryption standard (DK-AES) was introduced by Savitha et al. [25] for a breast
cancer forecast system via IoT technology. The multiple data of disease are predicted using
a genetic algorithm (GA). The alert signal informs the hospital if the patient has any critical
conditions. However, security attacks are not detected by this method.

The association of health monitoring methods and the Internet of Health Things
(IoHT) plays the main role in patient data gathering from remote areas using medical
components and sensors because intelligent healthcare facilities are provided by this
technology. However, for the best services, Lakshmanaprabu et al. [26] presented a cloud
with an IoT-based deep neural network (DNN) method for chronic kidney disease (CKD)
diagnosis and severity estimation. Moreover, the performance of this presented technique
was enhanced for feature selection using particle swarm optimization (PSO). The accuracy
of the estimated method was 99.25, specificity 98.03% and kappa value 98.40. Mainly, this
method is complex in nature and lacks security.

In a healthcare system, cloud computing services provide more benefits for e-health
applications. However, effective security is the main challenge in cloud computing. To
resolve this problem, Karuppiah and Geetha [27] proposed a Twofish encryption method
for security enrichment and a multi-kernel support vector machine (MKSVM) algorithm
for distributing error data. The segmented data are encrypted and provided to the cloud
server, which creates the best key. Then a modified whale optimization algorithm (MWO)
is projected for the best key creation. Accuracy, F-measure and precision values are lower.

In smart cities, disease prediction by the cloud with the IoT plays an essential part in
health care management. The digital sensors of the IoT collect CKD data; the gathered big
data are stored in cloud storage. However, this cloud with the IoT method is facing more
challenges in the crucial disease forecast of smart cities’ health care management. Therefore,
a new hybrid intelligent model was introduced by Abdelaziz et al. [28] for CKD prediction.
Here, a linear regression (LR) with neural network (NN) method was developed as a hybrid
model. The crucial features in CKD were estimated by LR, and the disease was predicted
using an NN. Thus, 97.8% accuracy was achieved by this hybrid model. Nevertheless, the
accuracy needs to be improved, and medical usage should be maximized.

Security is a major problem in storing medical information. For this reason,
Dawid Polap et al. [29] projected a federated learning approach that utilizes blockchain
security along with decentralized learning (particularly neural networks) by sharing only
classifier parameters but not private data. However, the developed method fails to provide
a good outcome.

The drawback of existing clustering is data transfer efficiency issues. To solve this
problem, Taher and M. Ghazal [30] presented an IoT with artificial intelligence system
(IoT-AIS) to bridge the digital world and IoT that encrypts patient records; the result
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demonstrates that it has a high data transfer rate, delivery rate and less delay in estimation.
However, it is not applicable in mobile-based applications.

Moreover, artificial intelligence (AI)-enabled wearable device and sensor analyses
were used for IoT-based healthcare applications in COVID-19 screening, prevention and
treatment [31,32]. During the COVID-19 pandemic, the use of IoT technology is increasing
in health monitoring systems [33]. The IoT technology instantly detects the health problems
of people by using sensors [34]. Moreover, during the COVID-19 pandemic, the IoT helps
to improve patient care [35]. However, effective IoT monitors can also work well and save
the lives of patients with problems such as heart failure, blood pressure, diabetes, etc. [36].
For this, a modified disease prediction technique is necessary.

Medical devices and the IoT improve the health care system and condition at any
time. Moreover, H. Fouad et al. [37] proposed a novel Internet of Nano-Things technology
to achieve perfect disease prediction. Moreover, this technology was utilized in several
medical applications such as the bio-therapeutic and internal body sensing fields.

Abualigah and Mohammad Qasim [38] proposed a krill herd algorithm for the clus-
tering of text data for feature selection enhancement. This framework was utilized as a
monitor device and smartwatch for observing the parameters and selecting the features of
data from the patients. Moreover, the proposed approach attained better accuracy com-
pared with existing techniques. Nevertheless, it takes more time to receive information
about the patient’s health condition.

Abualigah, Laith and Ali Diabat [39] developed hybrid optimization algorithms to
overcome task-scheduling problems based on cloud computing systems. Here, an ant
lion algorithm was used to minimize the local optima problems and to also improve the
ability of the system. The outcomes of the proposed technique were compared with other
optimization techniques.

Abualigah [40] introduced the group search optimization (GSO) technique to manage
numerous optimization issues. Moreover, the common process of the GSO algorithm is
to give details about fundamental versions, customized versions and separate versions.
Moreover, the function of the GSO approach has more problems such as networking,
benchmark application and engineering issues. The conventional methods have less
accuracy and less security. Thus, the survival of patients can be affected due to the
influence of faulty analysis. Hence, a novel intelligent secured HEE with GFI-GWALO
strategy was proposed in this work.

3. System Model and Problem Statement

The modern cloud with an IoT-based disease prediction method utilizes IoT-based
biosensors. The sensors are interconnected with the human body via wearable or inbuilt
devices [41]. The collected data from the human are transferred to the cloud computing for
storage, handling and predicting. The data from the cloud system are passed to the ana-
lytical tools, which means data processing and classification of the disease prediction and
severity risk level of the affected person [42]. Throughout this chain, outside unauthorized
attackers can hack the data of patients.

Therefore, an accurate prediction is affected by this lack of data security and leads
to incorrect medical support. This increases the prediction time, potency and the cost
of medical treatments [43]. Moreover, the improper cataloging of disease and severity
analysis of a conventional classifier can cause faulty prediction. Errors from traditional
methods are high, and this affects the accuracy along with sensitivity of the system [44].
These reasons inspired this research to design an improved healthcare support system
with the base of worthy security and best classification by means of a novel hybridization
technique. Consequently, this enhances the scope of ordinary healthcare support and helps
the affected patients and medical experts more effectively. Conventional health support
methods only forecast the chance of individual disease. Thus, the main scope of this
research was to develop a new hybrid encryption technique to protect patients’ data from
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attackers by proposing the hybridization of a novel classifier based on neuro-fuzzy and
optimization, achieving higher precision in disease prediction.

4. Proposed HEE with GFI-GWALO

Initially, IoT-based biosensors collect significant human body parameters such as blood
sugar, pressure, heart rate, respiratory, temperature, etc., from an area of the population
and provide them to the cloud storage for handling, storage, etc. Consequently, the UCI
dataset and other medical records were considered for data testing purposes. However,
while sending the data for health monitoring, the attackers may hack the data of a large
number of people. Therefore, a novel HEE security encryption method was developed for
securing the data from hackers by ciphering the plain text from the cloud for removing the
unwanted data and normalizing the featured data. Consequently, the featured data were
entered into the proposed novel GFI-GWALO classifier for disease estimation and severity
prediction. Various types of diseases are predicted such as heart disease, hypertension,
high cholesterol, kidney failure and diabetes. Moreover, the severity level of the disease
is categorized into normal, low and high. If the people are affected by the diseases, then
the warning message is provided via email or SMS. Then, the people can seek medical
advice from the hospital. Consequently, performance evaluation was analyzed for the best
performance of the healthcare system. The advanced medical support system covers the
cloud with IoT-based disease diagnosis for remote and urban areas.

Numerous IoT-based biosensors were connected to different people. The sensors can
collect the person’s glucose level in the blood, heartbeat rate, blood pressure, temperature,
cholesterol, respiratory rate, etc. These collected data from the people are gathered and
stored in cloud data storage. In this cloud storage system, the different types of data
are collected in the cloud unit. Moreover, the affected person’s data are protected by a
novel HEE security method. Here, a novel GFI-GWALO-based classification method was
proposed for classifying the predicted disease and severity level of the illness.

4.1. Dataset Collection

This research used four categories of data—cholesterol, glucose level, blood pressure
and heart rate—to obtain the disease diagnosis. Initially, the data from the IoT-based
biosensors were recorded and compared with the actual data along with medical data.
Moreover, the UCI data source and the hospital medical data were used for mapping
with the real data. In the cloud storage, the data were stored, which involved mobile
networks for the disease prediction system. Moreover, from the Kaggle site (available
at https://www.kaggle.com/nareshbhat/health-care-data-set-on-heart-attack-possibility;
accessed on 28 December 2020), the dataset was obtained, and different respiratory system
diagnoses were collected and stored in the cloud.

4.2. HEE for Cloud Security

In general, IoT-based healthcare systems collect as much patient data as possible from
sensors and store them in the cloud. The cloud storage stores the details of patients and
their backgrounds, etc. However, if the storage system has a lack of security, the details
of patients can be hacked by attackers. This leads to a faulty diagnosis of disease, and
the hackers may blackmail the patients about the information. For this reason, a proper
efficient security method was developed based on the hybridization approach. In this
research, an HEE-based security encryption method was proposed, which is based on the
combination of elapid and multiplication models. Therefore, the data from the cloud are
encrypted for the next level to avoid hacking and unlicensed users.

The data from the cloud are represented as yj
i , dk, r. Where yj

i are the affected people,
dk is the particular disease of patients, r is the data-handling round number, and j is the
overall symptoms. Consequently, G is the plain text key, and b is the affine transformation
sequences of encryption as well as decryption. These data are encrypted by HEE for

https://www.kaggle.com/nareshbhat/health-care-data-set-on-heart-attack-possibility
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security enhancement. The algorithm of secure HEE in IoT-enabled disease prediction is
demonstrated in Algorithm 1.

Algorithm 1. HEE for security.

int yj
i , dk

yj
i , dk→r for 128-bit keys

// r is the data handling round number; where
r=10

Key collaborating
G ∨ yj

i , dk
G →128-bit key plain text // XOR-ed with four keys yj

i , dk → 128bit
Rijndael S-Box // multiplication model

G → 4 AND 32 bit
// 128-bit plain data are allocated into four shares
of 32 bits

Affine transformation
b = yj

i , dk ⊕
(

yj
i , dk <<< 1

)
⊕
(

yj
i , dk <<< 2

)
⊕
(

yj
i , dk <<< 3

)
⊕
(

yj
i , dk <<< 4

)
⊕ G

// summation of numerous cycles of the byte as a
trajectory

⊕, bitwise XOR operative; b, multiplicative inverse; <<< , left bitwise circular move
Equivalent transformation

b = yj
i , dk ⊕

(
yj

i , dk(i+1)

)
mod8

⊕
(

yj
i , dk(i+1)

)
mod8

⊕
(

yj
i , dk(i+1)

)
mod8

⊕
(

yj
i , dk(i+1)

)
mod8

⊕ G

Encrypted→ 128-bit cyber text
Encryption stop
Decryption→ Inverse the transform

Estimate the encrypted key value
Inverse affine transformation

b =
(

yj
i , dk <<< 1

)
⊕
(

yj
i , dk <<< 3

)
⊕(

yj
i , dk <<< 6

)
⊕ G

// decryption

Key mingling→ Plain text

4.3. Pre-Processing

The pre-processing of data is performed for the removal of unwanted data, exchanging
missing features along with normalization. The unwanted data from the group are removed,
which diminishes the size of the data. Consequently, the missing features are replaced by
the mean estimation using Equation (1).

m f =
T

∑
i=1

bn

t
(1)

where the missing features are denoted as m f , t is the time taken for processing, and the
overall feature count is denoted as bn. Moreover, normalization is executed to normalize
the raw data, which is in the range of 0 to 1.

4.4. Proposed GFI-GWALO Classifier

The proposed disease prediction classifier is the hybridization of novel advanced
intelligent neuro-fuzzy along with the gray wolf and ant lion algorithm. These algorithms
were combined due to their significant advantages. The neuro-fuzzy method has com-
prehensible and returnable characteristics of knowledge, and thus it effectively trained
the patient data. Moreover, the gray wolf technique significantly contributes to the com-
petitive consequences and supreme performance which improves the accurate prediction
of diseases. Consequently, the ant lion algorithm has the features of fast computation
and high efficiency, and characteristics are provided for the risk-level prediction of the
disease. Therefore, due to the advanced significant merits, this neuro-fuzzy along with
the gray wolf and ant lion algorithm were combined in this work. The problem with the
proposed secured HEE with GFI-GWALO disease monitoring is illustrated in Figure 1, and
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its algorithm is explained in Algorithm 2. Initially, the collected data from the IoT-based
biosensors are given as the input of the GFI-GWALO algorithm.

Algorithm 2. GFI-GWALO classifier

Input: Normalized data (Pre-processed data)
Begin

Initialize the feature data and convergence
Stage 2→αaN,aL,aH(m) // feature condition normal, low and high

αaN,aL,aH(m) =


1− |m− r|/aL
1− |m− r/aH|

0

m ∈ [Low]

m ∈ [High]
m ∈ [Normal]

// actual data

weight
if

θc =
∑ kαk a−hαk

∑k a−hαk
// differential softmin-rule-based operation

Learning parameter applied
end if

α−1
aN,aL,aH(θc)→ Collected data and actual data mapping

while { z : µw(z) ≥ ωτ} do
µ−1

w (ωτ) // infrequent data removed
Estimate ψa for disease prediction outcome
Calculate P for predicted diseases data // rule asset weights

Severity prediction:
Arrange the predicted

data arbitrarily using
D(x)

Predicted data are stored in DP
Corresponding objective function Ds
Threshold estimation:

H1 = Hβ −V1 ·Mβ // high risk
L1 = Hγ −V2 ·Mγ // low risk
N1 = Hφ −V3 ·Mφ // medium risk

Condition for severity risk level from the predicted data
Dp = Ds

if f (Ds) > f (Dp)
Condition satisfied stop

else Repeat the process
end if

Output: Disease prediction and severity analysis (normal, low and high)

The input such as the person’s gender, age, respiratory rate, heartbeat rate, overall
cholesterol, high along with low cholesterol rate, systolic and diastolic blood pressure rate,
temperature and the possibility of diseases is identified. Then, the input data are provided
for finding the possible values. The three conditions are taken for each feature such as
normal, low and high. The function of this layer is defined by Equation (2) as

αaN,aL,aH(m) (2)

where aN, aL and aH are the normal, low and high expansion of the fuzzy system of
actual data a, and m is the function of data. The smooth triangular membership function is
applied in this stage using Equation (3).

αaN,aL,aH(m) =


1− |m− r|/aL
1− |m− r/aH|

0

m ∈ [Low]

m ∈ [High]
m ∈ [Normal]

(3)
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The weights of the input actual data are considered in this layer using Equation (3).
Moreover, the output from the previous layer is fed to the third phase, and the process
is validated on the basis of if condition. The differential softmin-rule-based operation is
applied in the phase using Equation (4):

θc =
∑ kαka−hαk

∑k a−hαk
(4)

where the relationship between the fuzzy point and the condition k is denoted as αk. The
softmin smoothening function can be regulated by h. Moreover, the gradient descent
strategy is applied for the learning improvement of the classifier training parameters.
The training of the data is carried out based on the reference data and the collected data.
The output of predicted data is suggested by the condition k. Therefore, the mapping of
collected data and the actual data are computed by Equation (5).

α−1
aN,aL,aH(θc) (5)

The inverse function is considered for the applicable output from the data to a single
rule. The degree of θc is satisfied, and the rule k condition is expressed by the coordination
of the expression in Equation (6).

α−1
k (θc) While {m : αk(m) ≥ θc} (6)
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The infrequent feature of a healthcare unit is removed in this stage, and all the rules
are provided at this level. This creates the consistent output that is given to the next phase.
Consequently, for the triangular process, the exact values are provided in the computation
of Equation (7).

ψa =

(
aN +

(
aH − aL

2

))(
∑
k

θk

)
−
(

aH − aL
2

)(
∑
k

θ2
k

)
(7)

where θk is the trained data degree. The predicted disease outcomes are obtained from all
the stages of rule using the resulting overall weight. The rule asset weights are estimated
by Equation (8).

P =

∑
k

θkα−1(θk)

∑
k

θk
(8)

The proposed GFI-GWALO classifier flow chart is represented in Figure 2. The
predicted disease data are provided to the hybrid gray wolf and ant lion optimization for
disease severity analysis. Initially, the data are arranged arbitrarily using Equation (9).

D(x) = [0, g(2s(x1)− 1, g(2s(x2 − 1, . . . , g2s(x2)− 1] (9)

where the stochastic feature is denoted as s(x). The predicted trained featured data position
is stored in the matrix form using Equation (10).

DP =


g1,1 g1,2 . g1,i
g2,1 g2,2 . g2,i

. . . .
gi,1 gi,2 . gi,i

 (10)

where the predicted data are stored in DP, B1.i specifies the value of the first variable of ith

data, gi,i is the group of ith data, and n is the number of feature data. The corresponding
data are computed by Equation (11).

Ds =


d[g1,1 g1,2 . g1,i]
d[g2,1 g2,2 . g2,i]

. . . .
d[gi,1 gi,2 . gi,i]

 (11)

Moreover, the threshold value is estimated for severity analysis using
Equations (12)–(14) as:

H1 = Hβ −V1 ·Mβ (12)

L1 = Hγ −V2 ·Mγ (13)

N1 = Hφ −V3 ·Mφ (14)

where H1, L1 and N1 are the high risk, low risk and normal, M is the predicted data
symptom, and V is the vector. Moreover β, γ, and ϕ are the search agents. From that, the
predicted data symptom is estimated by Equation (15).

Mβ = C1.Hβ − H, Mγ = C2.Hγ − H, Mφ = C3.Hφ − H (15)

where the vectors of V and C are estimated for the position of data. The vectors are
calculated by Equations (16) and (17) as:

V = Dp + Vt (16)

C = Dp + Ct (17)
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where t is the present iteration, and Dp is the predicted data. The condition for the severity
risk level evaluation uses the rule in Equation (18) as:

Dp = Ds; . . . if f (Ds) > f (Dp) (18)

where Ds is the corresponding objective data. The predicted severity estimated value is
considered for the normal-, high- and low-state severity of the disease. If the severity and
the affected person’s disease are predicted, then the warning signal is provided to the
patient who can seek the advice of medical practitioners.
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Figure 2. The flowchart of the proposed GFI-GWALO classifier.

The health monitoring stages of the proposed cloud with the IoT-based HEE and GFI-
GWALO method for healthcare systems are illustrated in Figure 3. In the health monitoring
stages, the unwanted data are removed which normalizes the data. After pre-processing,
the proposed technique is implemented to predict and analyze the severity level of the
disease. Then it sends messages to the patient to seek medical support.
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5. Result and Discussion

In this section, the efficiency of the proposed cloud with IoT-based HEE and GFI-
GWALO is simulated in the MATLAB R2018b platform, Windows 7 operating system
running 64 bit with an Intel 5 processor and 4 GB RAM. Moreover, computation metrics
such as specificity, sensitivity, precision, recall, etc., are utilized to evaluate the accuracy
of prediction. To determine the effectiveness of the proposed scheme, the metrics were
compared with other existing schemes.

5.1. Case of Study

We consider R as a remote area with a population of 250 since the datasheet selected
for the evaluation has 250 inhabitants. From that, the IoT-based sensors are placed to the
human body and collect the body parameters from various people. The collected data
are sent to the cloud storage system for handling, storing and monitoring the affected
people. In the input, the data handling round number is considered as 10. Therefore,
the plain text key of 128 bits takes 10 rounds. Moreover, the XOR function is applied to
split the 128-bit plain data into four sections of keys. The Rijndael S-Box is applied in the
elapid encryption for the association of the multiplication model. The four sections of the
key are multiplied (AND) with a 32-bit key for 128 bits of plain text. Consequently, the
affine transformation is applied for the security purpose in encryption, and the equivalent
transformation encrypts the data into 128-bit cyber text. The encrypted data are sent to the
health monitoring arrangement. After reaching the healthcare management, the data are
decrypted by the HEE method. In pre-processing, unusual data are removed, the missing
features are estimated by Equation (1), and m f is obtained as 3.

The remaining data collected from the people are name, age, gender, both systolic
and diastolic blood pressure, blood sugar level, low, high and overall cholesterol rate,
body temperature and the possible diseases. The connected IoT sensors collected the body
parameters of both males and females. The age of the IoT-sensor-connected person is
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categorized into four groups. Moreover, the features of collected data are categorized
based on their severity such as normal, low and high. The outputs of possible diseases are
classified as heart disease, hypertension, high cholesterol, kidney failure and diabetes. The
risk features and their encoded value consideration are demonstrated in Table 1.

Table 1. Risk features and codes.

S. No Risk Features Standard Range and Codes

1 Gender Male (1), Female (2)

2 Age 15–35 (1), 36–55 (2), 56–75 (3) and >76 (4)

3 Heart rate (h)
60–100 beats/min, normal (1);

>60–100 beats/min high (2); and
<60–100 beats/min, low (3)

4 Respiratory rate (r)
12–18 breaths/min, normal (1);

<12–18 breaths/min high (2); and
>12–18 breaths/min low (3)

5 Diastolic blood pressure (dbp) 60–90 mmHg, normal (1); >60–90 mmHg, high
(2); and <60–90 mmHg, low (3)

6 Systolic blood pressure (sbp) 90–120 mmHg, normal (1); >90–120 mmHg,
high (2); and <90–120 mmHg, low (3)

7 LDL cholesterol (lc) 100–129 mg/dL, normal (1) and >129 mg/dL,
high (1)

8 HDL cholesterol (hc) 41–59 mg/dL, normal (0) and >59 mg/dL,
high (1)

9 Overall cholesterol (oc) 200 mg/dL, normal (0) and >200 mg/dL,
high (1)

10 Body temperature (bt) 97–99 F, normal (0) and >99 F, high (1)

11 Output (possible diseases)
Heart disease (1); hypertension (2); high

cholesterol (3); kidney failure (4) and
diabetes (5)

Moreover, the triangular membership smooth function is evaluated by Equation (3)
and achieved as in Equation (19).

αaN,aL,aH(250) =


1− |250− r|/3
1− |250− r|/2

0

250 ∈ [3]
250 ∈ [2]
250 ∈ [1]

(19)

The encoded values from the feature data are compared for the trained data with
tested data. The observation of data shows that when the iteration level increases, then
the GFI-GWALO classifier training error level slopes down and enhances the GFI-GWALO
classifier test accuracy rate. Consequently, the GFI-GWALO model training stage is stable at
the 60th iteration, and the GFI-GWALO test process is steady after 70 iterations. Therefore,
the number of iterations is set to be 70. Moreover, the training performance is shown in
Figure 4.
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The consistent output was obtained using Equation (7), and the considered value was
∑
k

θk = 2; after the value substitution, the predicted output is obtained by Equation (20).

ψa =

(
1 +

(
3− 2

2

))
(2)−

(
3− 2

2

)
(4) = 1 (20)

Based on the featured value variation, the consistent diseases are predicted. Mainly,
the overall weights of predicted disease are estimated by Equation (8) and achieved by
Equation (21).

P =
∑ 112α−1(2)

∑ 112
= 15 (21)

The predicted disease data are arranged arbitrarily and the stored data value obtained
in Equation (10) is expressed in Equation (22) as:

DP =


1 5 . 2
3 4 . 5
. . . .
2 1 . 3

 (22)

Moreover, the severity threshold value is estimated using Equations (12)–(14) and is
obtained in Equations (23)–(25) as:

H1 = 7− 1× 4 = 3 (23)

L1 = 5− 3× 1 = 2 (24)

N1 = 3− 1× 2 = 1 (25)

The rule-based condition value of severity is estimated in Equation (18) for disease
prediction. After the severity level is obtained, the alert will be sent to the person who is
affected by critical diseases such as heart disease, hypertension, high cholesterol, kidney
failure and diabetes.

5.2. Performance Evaluation

The efficiency of the proposed security-enhanced cloud with IoT-based HEE and GFI-
GWALO is validated by the performance evaluation in terms of encryption time, decryption
time, security analysis, accuracy, specificity, sensitivity, precision, area of curve (AoC),
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recall, misclassification and error percentage. The proposed secured method efficiency is
compared with various conventional methods such as DE-KS with OKM-ANFIS [25], PSO
with DNN [26], MKSVM-MWO [27], LR-NN [28] and MDCNN [45].

5.2.1. Encryption Time

The time taken to encrypt the plain text to ciphered text is calculated for the proposed
HEE, and this is compared with the existing techniques of MKSVM-MWO [27] and DK-
AES [25], which is shown in Figure 5.
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The conventional MKSVM-MWO achieved 93 ms, and DK-AES achieved 153 ms.
However, the proposed HEE method achieved 80 ms; compared to other methods, the
proposed method took less time.

5.2.2. Decryption Time

Consequently, the time taken for the decryption of the ciphered text into plain text
is calculated for the proposed HEE, and this is compared with the existing techniques of
MKSVM-MWO and DK-AES as shown in Figure 6.
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The conventional MKSVM-MWO achieved 37.458 ms, and DK-AES achieved 156 ms.
However, the proposed HEE method achieved 78 ms; compared to other methods, the pro-
posed method took less time. The present research attained the best accuracy and reduced
encryption time. However, the main drawback of this model is maximum decryption time,
which will be addressed in the future. This happened because of high security and more
encryption procedures, and thus it took more time to decrypt the data.

5.2.3. Sensitivity and Recall

In primary disease prediction, both sensitivity and recall are necessary because the
function of both recall and sensitivity metrics are similar. Both these metrics have the ability
to estimate the risk level of numerous diseases in a patient. The performance metrics were
evaluated based on the following parameters: the true negative (Ptn), true positive (Ptp),
false negative (Pf n) and false positive (Pf p) of the system.

Moreover, sensitivity specifies the number of specific positives and was classified
suitably as optimistic, which is evaluated by Equation (26).

Sensitivity =
Ptp

Ptp + Pf n
= 100 (26)

The proposed secured HEE with GFI-GWALO sensitivity/recall is compared with the
conventional DE-KS with OKM-ANFIS, PSO with DNN, LR-NN and MDCNN, which is
shown in Figure 7.
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The sensitivity value of the conventional DE-KS with OKM-ANFIS (95.7%), PSO
with DNN (99.99%), LR-NN (99.97%) and MDCNN (92.6%) was obtained. However,
the proposed HEE with GFI-GWALO has 100% sensitivity. Moreover, the recall and
sensitivity have the same estimation. Thus, the outcomes show that the proposed method
sensitivity/recall is higher than the other prediction method, which is detailed in Table 2.
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Table 2. Comparison of sensitivity/recall and specificity.

Methods Sensitivity Recall

DE-KS with OKM-ANFIS 95.7 95.7

PSO with DNN 99.99 99.99

LR-NN 99.97 99.97

MDCNN 92.6 92.6

Proposed (HEE with GFI-GWALO) 100 100

5.2.4. Specificity

Specificity states the number of specific negatives and was classified suitably as an
undesirable rate, which is evaluated by Equation (27).

Specificity =
Ptn

Ptn + Pf p
= 99.98 (27)

Moreover, the specificity value of the conventional DE-KS with OKM-ANFIS (94.2%),
PSO with DNN (98.03%), LR-NN (99%) and MDCNN (91.3%) was obtained. However,
the proposed HEE with GFI-GWALO has 99.98 % specificity. Moreover, a comparison of
specificity is shown in Figure 8 and Table 3.
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5.2.5. Precision

Precision is another important metric for the performance estimation of proposed
secured healthcare monitoring. This is estimated by the ratio of specific forecast positive
disease to the total forecast positive disease, expressed by Equation (28).

Precision =
Ptp

Ptp + Pf p
= 99.86 (28)

The precision value of the proposed HEE with GFI-GWALO (99.50%) is compared
with the conventional DE-KS with OKM-ANFIS (95.7%), PSO with DNN (99.25%), LR-NN
(96.2%) and MDCNN (95.1%), which is illustrated in Figure 9.
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Furthermore, the comparison of estimated precision with existing methods is detailed
in Table 4. The table shows that the traditional methods have less precision when compared
with the proposed HEE with GFI-GWALO secured method.

Table 4. Comparison of precision.

Methods Precision

DE-KS with OKM-ANFIS 95.7

PSO with DNN 99.25

LR-NN 96.2

MDCNN 95.1

Proposed (HEE with GFI-GWALO) 99.50

5.2.6. Accuracy

Accuracy is a significant parameter for the estimation of classification performance. It
characterizes the percentage of exactly classified diseases and is denoted by percentage
(%). When the accuracy reaches 100%, then the classification is considered the best. The
computation of accuracy is in Equation (29).

Accuracy =
Ptp + Ptn

Ptp + Ptn + Pf p + Pf n
= 100 (29)
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The accuracy value of the proposed HEE with GFI-GWALO (100%) is compared with
the conventional DE-KS with OKM-ANFIS (94%), PSO with DNN (98.03%), LR-NN (97.8%)
and MDCNN (98.2%), which is shown in Figure 10.
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The accuracy of the proposed disease forecast obtains higher accuracy than other
existing methods. The detailed values are shown in Table 5.

Table 5. Comparison of accuracy.

Methods Accuracy

DE-KS with OKM-ANFIS 94

PSO with DNN 98.03

LR-NN 97.8

MDCNN 98.2

Proposed (HEE with GFI-GWALO) 100

5.2.7. F-Measure

The F-measure parameter is represented as the average weight of recall and precision,
and the value is calculated by Equation (30).

F−Measure =
2Ptp

2Ptp + Pf p + Pf n
= 99 (30)

The F-measure value of the proposed HEE with GFI-GWALO (99%) is compared
with the conventional DE-KS with OKM-ANFIS (97.8%), PSO with DNN (99.39%), LR-NN
(98.1%) and MDCNN (95%), which is illustrated in Figure 11. This shows that the HEE
with GFI-GWALO achieved a higher F-measure than existing methods and is detailed in
Table 6.
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Table 6. Comparison of F-measure.

Methods F-Measure

DE-KS with OKM-ANFIS 97.8

PSO with DNN 99.39

LR-NN 98.1

MDCNN 95

Proposed (HEE with GFI-GWALO) 99

5.2.8. Area under Curve (AUC)

The high value of the Area of curve (AOC) suggests that the proposed classifier has
the best performance. Consequently, the HEE with GFI-GWALO secured classification
obtained 99.05% of AUC. The obtained AUC value is better than other existing classifiers
and is described in Table 7.

Table 7. Comparison of AUC.

Methods AUC (%)

DE-KS with OKM-ANFIS 92.8

PSO with DNN 99

LR-NN 97

MDCNN 95

Proposed (HEE with GFI-GWALO) 99.05

The Area of Curve (AOC) value of the proposed HEE with GFI-GWALO (99.05%) is
compared with the conventional DE-KS with OKM-ANFIS (92.8%), PSO with DNN (99%),
LR-NN (97%) and MDCNN (95%), which is illustrated in Figure 12.
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5.2.9. Processing Time

The processing time analysis is the main part of this research because a shorter
processing time is more efficient than a longer time. The achieved processing time of the
proposed HEE with GFI-GWALO (50 ms) is compared with the conventional DE-KS with
OKM-ANFIS (45 ms), PSO with DNN (20 ms), LR-NN (96.2%) and MDCNN (15 ms), which
is shown in Figure 13 and Table 8.
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Table 8. Comparison of processing time with existing methods.

Methods Processing Time (ms)

DE-KS with OKM-ANFIS 50

PSO with DNN 45

LR-NN 20

MDCNN 15

Proposed (HEE with GFI-GWALO) 8

When compared with the existing DE-KS with OKM-ANFIS, PSO with DNN, LR-NN
and MDCNN, the proposed HEE with GFI-GWALO took less time (8 ms). This shows the
proposed method is more efficient in disease prediction.
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5.2.10. Error Rate

The error rate of the proposed approach is estimated by Equation (31).

Error = 1− Accuracy = 0 (31)

The error rate of the proposed HEE with GFI-GWALO (0%) is compared with the
conventional DE-KS with OKM-ANFIS (1.40%), PSO with DNN (0.98%), LR-NN (0.25%)
and MDCNN (1.8%), which is illustrated in Figure 14.
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The obtained error rate of HEE with GFI-GWALO is zero because of 100% accuracy.
This comparison shows that the proposed strategy attained the best result and is described
in Table 9.

Table 9. Comparison of error rate with other methods.

Methods Error Rate

DE-KS with OKM-ANFIS 1.40

PSO with DNN 0.98

LR-NN 0.25

MDCNN 1.8

Proposed (HEE with GFI-GWALO) 0

Thus, the overall outcomes and comparison demonstrated that the projected IoT
with cloud secured HEE with GFI-GWALO method achieved high sensitivity, specificity,
accuracy, F-measure, high AUC and less processing time as well as a lower error rate. The
confidentiality rate of the presented model is compared with existing techniques such as
LMDS [45] and lightweight security scheme [46]. The comparison of the confidentiality
rate is shown in Table 10.

Table 10. Comparison of confidentiality rate.

Methods Confidentiality Rate (%)

LMDS 96

Lightweight security scheme 98

Proposed (HEE with GFI-GWALO) 99
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The comparison results demonstrate that the presented model has a high confidential-
ity rate. Moreover, the proposed model attained a 99% confidentiality rate.

5.3. Discussion

The proposed HEE with GFI-GWALO performance was validated by the comparison
with exiting state-of-the-art methods in terms of accuracy, precision, recall, F-measure,
specificity, sensitivity, AOC, error rate, time of encryption and decryption and processing
time. This factor of the projected method was compared with conventional methods
such as DE-KS with OKM-ANFIS [25], MDCNN [45], PSO with DNN [26], MKSVM-
MWO [27], LMDS [45], lightweight security scheme [46] and LR-NN [28]. The encryption
and decryption time were compared with the MKSVM-MWO and DK-AES approaches.
Moreover, the presented model has high encryption; the high encryption increases the
security of data. Furthermore, the merits and limitations of the state-of-the-art methods are
detailed in Table 11.

Table 11. Merits and limitations of state-of-the-art methods.

Reference Methods Advantages Limitations

[25] DE-KS with OKM-ANFIS Security analysis and adaptive self-adjusted
framework

Computational burden,
require more knowledge

of function

[45] MDCNN Adapts to unidentified conditions and able to
function complex data

Complexity of the algorithm
model is high and needs more

processing time; achieved
less accuracy

[27] MKSVM-MWO Minimized the health risk framework and
secured the data significantly

The parameter achieved
uncertainty and

overfitting problems

[28] LR-NN Applicable for huge number of data and design
for non-uniform data

Initialization is complex and
restrictive situation of

secure data

[26] PSO with DNN The solution attained of high quality and simple
constraints

Convergence is slow and
complex to find the
primary parameter

[45] LMDS It ensures higher security and minimum
computational overhead and computational time The data delivery rate is lower

[46] Lightweight security
scheme

It ensures resiliency against jamming-based
attack

The trustworthiness of nodes
in network does not secure

the data

[47] Artificial intelligence
(deep neural network)

It shares only classifier parameters but not
private data

It fails to provide best
outcome, and the processing

time is high

[30] IoT-AIS It has high data transfer rate, delivery rate and
less delay in estimation

It is not suitable in
mobile-based applications

Proposed HEE with GFI-GWALO

• The security of the data enhanced
significantly with less decryption and
encryption time and high confidential rate

• Predicted diseases with high accuracy,
precision, recall, F-measure, specificity

• Fast processing rate with zero error

Real-time validation
is required

The discussion shows that the proposed technique attained a lower error rate, high accu-
racy, precision, recall, F-measure, specificity, sensitivity, AOC and encryption and decryption
time. Furthermore, the proposed model has a high confidentiality rate, and the projected HEE
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with GFI-GWALO method attained superior performance over other conventional methods
due to its effective security improvement and accurate disease prediction.

6. Conclusions

The proposed method provides the best possible results and also predicts assaults
in the IoT fields. The proposed MATLAB simulation outcome was compared with other
traditional methods in terms of encryption and decryption time and other important
quantity metrics. The effective comparison showed that the proposed secured disease
estimation and severity analysis attained better outcomes. Moreover, the findings of this
technique are summarized below:

• The proposed HEE with GFI-GWALO attained 100% accuracy, sensitivity and recall.
The proposed model secured the data and classified the diseases effectively. Thus, it
attained the accuracy of 100%.

• Consequently, the proposed technique achieved zero error, 99% F-measure, 99.98%
specificity and 99.50% precision rate.

• Moreover, the encryption and decryption time was reduced to 80 ms and 78 ms when
compared with existing security methods.

Finally, the outcomes show that the HEE with GFI-GWALO classifier in the IoT with
cloud-based disease prediction obtained the best performances in terms of its overall
metrics. However, real-time validation was not achieved in this algorithm for disease
prediction. Thus, in the future, a real-time experiment will be developed for the effective
verification of the system performance. For further investigation in this area, the work will
be developed based on new innovative algorithms with more signified parameters.
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