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Abstract: Due to the lack of information about parameters in the datasheets of photovoltaic (PV) panels, it is difficult to study their modeling because PV behavior is based on voltage–current (V-I) data, which present a highly nonlinear relationship. To solve this difficulty, this study presents a mathematical three-diode model of a PV panel that includes multiple unknown parameters: photoinduced current, saturation currents of the three diodes, three ideality factors, serial resistance, and parallel resistance. These parameters should be estimated in the three-diode model of a PV panel to obtain the actual values that represent the voltage–current profile or the voltage–power profile (because of its visual simplicity) of the PV panel under analysis. In order to solve this problem, this paper proposes a new application of the salp swarm algorithm (SSA) to estimate the parameters of a three-diode model of a PV panel. Two test scenarios were implemented with two different PV panels, i.e., Kyocera KC200GT and Solarex MSX60, which generate different power levels and are widely used for commercial purposes. The results of the simulations were obtained using different irradiance levels. The proposed PV model was evaluated based on the experimental results of the PV modules analyzed in this paper. The efficiency of the optimization technique proposed here, i.e., SSA, was measured by a fair comparison between its numerical results and those of other optimization techniques tuned to obtain the best response in terms of the objective function.
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1. Introduction

The global energy demand has reached 162.194 TWh according to studies conducted by Oxford in 2019 [1], and 79.7% of this energy comes from fossil fuels [2]. Therefore, there is an excessive concentration of airborne particulate matter of a size lower than 2.5 µm (in g of particles/m³ of air, i.e., PM2.5) in the atmosphere, which leads to higher human mortality and global disease rates [3–5]. To fight such excessive consumption of fossil-derived fuels, new alternatives have emerged to supply power, such as wind, hydro, tidal, geothermal, nuclear, and solar energy. These alternatives include more environmentally friendly processes known as renewable energies. One of them, used worldwide, is the transformation of solar energy into electric power by PV panels, which have recently become more popular because their main power source is the Sun. Therefore, they use infinite energy that does not damage the environment.
PV panels, which are commonly manufactured using monocrystalline and polycrystalline silicon, absorb light, elevate electrons to a higher energy state, and transport them to an external circuit composed of a large number of cells connected in series, thus producing a current and a voltage that influence a semiconductor material [6,7]. PV panels can be considered power sources that transform variable energy levels because the voltage and current they supply directly depend on the solar radiation (G) they receive and the ambient temperature (T) [8]. Furthermore, their PV behavior can be described using voltage–current (V-I) or voltage–power (V-P) profiles.

A PV panel can be represented by an equivalent electrical circuit that represents the electrical phenomena that occur when its semiconductor material is irradiated. Several models have been used in the specialized literature to represent PV panels: the single-diode model (SDM) [9], in whose mathematical representation five variables should be adjusted, the double-diode model (DDM) [10], in whose mathematical representation seven variables should be adjusted, and the three-diode model (TDM) [11], in whose mathematical representation nine variables should be adjusted. Among them, the SDM and DDM have been the most widely used in the specialized literature due to their simplicity; however, their accuracy levels can be affected when irradiation levels are low [12,13]. In this context, different solution methods can be adopted to determine the parameters that best fit each of the mathematical models of a PV panel, and analytical methods are some of the most common. Said methods require information provided in the manufacturer datasheet and a constraint regarding constant irradiance and temperature levels under standard test conditions (STCs) given by $G = 1000 \text{ W/m}^2$ and $T = 25 \degree \text{C}$, respectively [14–18]. Under STCs, it is difficult to apply analytical methods because they are not very effective when variations in the irradiance levels are implemented. That is, in different test scenarios, analytical methods are not accurate because they require the specific operating points in relation to the PV profile under analysis.

Another solution method is based on heuristic and metaheuristic optimization techniques, commonly known as optimization algorithms. These algorithms facilitate the solution of univariate or multivariate problems using iterative processes. Therefore, they are the most widely applied methods in the SDM and DDM to estimate the parameters of equivalent mathematical models of PV panels. Some of the algorithms most commonly used for this purpose include particle swarm optimization (PSO) [11], the genetic algorithm (GA) [19], pattern search (PS) [20], the bacterial foraging algorithm (BFA) [21], artificial bee swarm optimization (ABSO) [22], and the binary flower pollination algorithm (BFPA). Although these optimization methods have a high probability of obtaining global solutions, the latter are the result of the reduction of and big constraints on the search space; in addition, they work at the cell level, which cannot be used to determine exactly the level of convergence of a PV panel and its ideal PV profile. In other words, the search spaces given to each parameter to be estimated are biased toward the problem solution and do not guarantee that the optimization techniques can determine the parameters of the equation of the PV panel under different irradiances, which represent variable power levels. Even though these optimization techniques can estimate the parameters in a PV cell, they cannot evaluate them under different test scenarios. Therefore, in order to apply the solution methodologies described above, the operating parameters of each equivalent mathematical model of a PV panel should be known in advance in order to estimate its parameters under any irradiance and power level. For this reason, some optimization techniques such as PS, the BFA, and PSO are not used to estimate the nine parameters of the TDM. They are used to estimate three or four parameters that can represent the PV profile of a cell. Although these validation methods do not compare the repeatability of the techniques in terms of iterative and statistical processes, it is not easy to interpret the efficiency of the techniques regarding the minimization of the objective function. Other authors have used methods such as ABSO and the BFPA to solve the problem of the SDM and DDM. They have found reduction errors between the estimated and the actual power profile and some negative results, which is possible because the methods were applied to a solar cell and not a PV
panel. Likewise, their analysis of the resulting errors in the V-I or V-P profiles was not clear. Other techniques were also applied in [23–28]: the tree growth algorithm (TGA), dynamic self-adaptive and mutual-comparison teaching-learning-based optimization, the moth–flame optimization algorithm, improved gray wolf optimization, and the SSA. These implementations, as the previous ones, are commonly used for cells or PV modules, where restrictions to the search space are evident, without convincing statistical results or tuning the optimization techniques to be able to determine the minimization of the objective function in the best conditions of each optimization algorithm. In addition to the information offered by the results at the cell level, it has not been shown that the PV profiles are not relevant for the levels of irradiance and power and the constraints of the search space, which are present at the level of the PV cell and not the PV panel. Therefore, this paper proposes a solution method to adjust the parameters of the TDM based on the characteristic I-V curve of a PV panel under different irradiance and power levels by implementing the salp swarm algorithm (SSA).

**Scope and Contributions**

This document addresses the problem of estimating the parameters of the equivalent mathematical model of three diodes of a PV panel from the point of view of sequential programming methodologies, avoiding the use of commercial software. The application of the SSA optimization method is proposed for this purpose. The main objective is to generate a methodology with a high effectiveness in terms of the quality of the solution and time required. As the main contributions of this document and contributions to the state-of-the-art, the following are highlighted:

- A new application for the salps swarm optimization algorithm;
- A new methodology that provides a solution to the estimation of parameters of the equivalent mathematical model of three diodes of a PV panel with high quality in the response;
- An implemented optimization technique that works at different levels of irradiance and determines the parameters that best fit the equivalent mathematical model of three diodes of a PV panel from the I-V data.

2. Mathematical Model of a PV Panel

The three-diode model was used to model polycrystalline PV panels. Figure 1 presents the equivalent electronic circuit with different representative parameters. Some of these parameters are the currents in the three diodes, i.e., \( I_{d1} \), \( I_{d2} \), and \( I_{d3} \), where \( I_{d1} \) denotes currents due to the diffusion and recombination of the region of the emitting diode and the p-n junction; \( I_{d2} \), the current of the exhaustion region of the second diode; \( I_{d3} \), the leakage current of the third diode; the serial resistance \( R_s \), the semiconductor material or the neutral regions of the PV panel; the parallel resistance \( R_h \), the leakage current on the surface of the PV panel [11,29,30].

![Figure 1. Diagram of the equivalent circuit of a PV panel with three diodes (TDM).](image)

The current of the PV panel is mathematically modeled in Equation (1), where \( I_{pv} \) denotes the current provided by the PV panel, i.e., the variable to minimize; \( I_{d1} \), \( I_{d2} \), and
The saturation currents of each diode in the PV panel; \( \eta_1, \eta_2, \) and \( \eta_3, \) the ideality factors of the three diodes; \( V_{th} \), the thermal voltage of the PV panel; \( I_{ph} \), the photoinduced current of the PV panel; \( V_{pv} \), the output voltage of the PV panel [31,32].

\[
I_{pv} = I_{ph} - I_{d1} \left[ \exp \left( \frac{V_{pv} + R_s \cdot I_{pv}}{\eta_1 V_{th1}} \right) - 1 \right] - I_{d2} \left[ \exp \left( \frac{V_{pv} + R_s \cdot I_{pv}}{\eta_2 V_{th2}} \right) - 1 \right] - I_{d3} \left[ \exp \left( \frac{V_{pv} + R_s \cdot I_{pv}}{\eta_3 V_{th3}} \right) - 1 \right] - \frac{(V_{pv} + R_s \cdot I_{pv})}{R_h} \tag{1}
\]

Equation (2) represents the thermal voltages of the p-n junction in the \( V_{th} \) PV panel, which depends on \( N_s \), i.e., the number of cells connected in series in the panel. In said equation, \( k \) is the Boltzmann constant; \( T \), the temperature; \( q \), the charge of the electron.

\[
V_{th} = V_{th1} = V_{th2} = V_{th3} = \frac{N_s \cdot k \cdot T}{q} \tag{2}
\]

3. Mathematical Formulation for the Optimization Problem

For the TDM parameter estimation problem, the objective function is defined as the reduction of the root-mean-squared error (RMSE) in Equation (3) presented in [33]. In the latter, the points of difference are the measured current (\( I_{\text{Measured}} \)) and the current estimated (\( I_{\text{Estimated}} \)) by the solution method (\( \text{Error}_{\text{total}} \)), where \( n \) is to the number of points generated for the voltage scan; \( V_{oc} \), the open circuit voltage of the panel under analysis; \( \Delta V \), the voltage flow assigned between each pair of points in the voltage scan.

\[
\text{Error}_{\text{total}} = \sum_{k=1}^{N} \frac{V_{oc}}{\Delta V} I_{\text{STC}(\Delta V)} - I_{\text{Estimated}(\Delta V)} \tag{3}
\]

In (4), the minimization of the RMSE is presented as the objective function (\( \text{OF} \)). These equations are generally formulated to evaluate the deviation of the values of the parameters extracted from the experimental data of a PV panel under any irradiance and power level [5,34–49].

\[
\text{OF} = \text{Min} \left( \sqrt{\frac{(\text{Error}_{\text{total}})^2}{n}} \right) \tag{4}
\]

Note that \( I_{\text{Estimated}} \) is calculated using Equation (1) and the voltage level of the point being analyzed, which is assigned by the sum represented by the voltage scan. It should be noted that the limitations found within this model are focused on the PV profiles of I-V with partial or total shading; for these cases, it is not enough to use the one-, two-, or three-diode model, but rather a model that must contain the use of the bypass diodes of the PV panel that is under analysis, as in [50–52].

Constraints

Constraints refer to the limits of the variables that represent the TDM parameter estimation problem. They are presented in the following equations:

\[
\eta_{1}^{\text{min}} \leq \eta_1 \leq \eta_{1}^{\text{max}} \tag{5}
\]

\[
\eta_{2}^{\text{min}} \leq \eta_2 \leq \eta_{2}^{\text{max}} \tag{6}
\]
η_{3}^{\min} \leq η_3 \leq η_{3}^{\max} \tag{7}

R_{s}^{\min} \leq R_s \leq R_{s}^{\max} \tag{8}

R_{h}^{\min} \leq R_h \leq R_{h}^{\max} \tag{9}

I_{d1}^{\min} \leq I_{d1} \leq I_{d1}^{\max} \tag{10}

I_{d2}^{\min} \leq I_{d2} \leq I_{d2}^{\max} \tag{11}

I_{d3}^{\min} \leq I_{d3} \leq I_{d3}^{\max} \tag{12}

I_{ph}^{\min} \leq I_{ph} \leq I_{ph}^{\max} \tag{13}

Expressions (5) to (13), which represent the mathematical interpretation of the problem constraints, are proposed as equations to facilitate their analysis in terms of the presentation. Equations (5)–(7) represent the constraints of the ideality factors of each diode, where η_{3}^{\min} and η_{3}^{\max} are the minimum and maximum limits allowed for these values. In Equation (8), the constraints on the serial resistance are the minimum and maximum limits denoted by R_{s}^{\min} and R_{s}^{\max}, respectively. In (9), the values of the parallel resistance are defined by the minimum and maximum limits R_{h}^{\min} and R_{h}^{\max}, respectively, which represent the constraint. The values of the saturation currents of the diodes in Equations (10)–(12) are constrained by the minimum and maximum limits, i.e., I_{d1}^{\min} and I_{d1}^{\max}. Finally, Equation (13) defines the photoinduced current with minimum and maximum limits, i.e., I_{ph}^{\min} and I_{ph}^{\max}, and represents the last constraint on the test system.

The minimum and maximum limits of each variable of the different types of panels used in this paper are detailed in Tables 1 and 2.

Table 1. Minimum and maximum limits to evaluate the Solarex MSX60 and Solar-SJ65 PV panels.

<table>
<thead>
<tr>
<th>Limits</th>
<th>η₁</th>
<th>η₂</th>
<th>η₃</th>
<th>R_s</th>
<th>R_h</th>
<th>I_{d1}</th>
<th>I_{d2}</th>
<th>I_{d3}</th>
<th>I_{ph}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>500</td>
<td>1 × 10^{-5}</td>
<td>1 × 10^{-5}</td>
<td>1 × 10^{-5}</td>
<td>5</td>
</tr>
<tr>
<td>Min</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.01</td>
<td>50</td>
<td>1 × 10^{-12}</td>
<td>1 × 10^{-12}</td>
<td>1 × 10^{-12}</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Table 2. Minimum and maximum limits to evaluate the Kyocera KC200GT and Suntech STP245S PV panels.

<table>
<thead>
<tr>
<th>Limits</th>
<th>η₁</th>
<th>η₂</th>
<th>η₃</th>
<th>R_s</th>
<th>R_h</th>
<th>I_{d1}</th>
<th>I_{d2}</th>
<th>I_{d3}</th>
<th>I_{ph}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>500</td>
<td>1 × 10^{-5}</td>
<td>1 × 10^{-5}</td>
<td>1 × 10^{-5}</td>
<td>9</td>
</tr>
<tr>
<td>Min</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.01</td>
<td>50</td>
<td>1 × 10^{-12}</td>
<td>1 × 10^{-12}</td>
<td>1 × 10^{-12}</td>
<td>0.001</td>
</tr>
</tbody>
</table>

4. Proposed Methodology

Equations (1) and (2) in Section 2 represent the problem studied in this paper and demonstrate that nonlinear methods should be applied to find a solution to this problem. For that purpose, this study proposes a methodology divided into two stages: (1) estimating the parameters of the TDM to represent the PV profiles of a PV panel by using the SSA to find the optimal parameter configuration and (2) evaluating the objective function of the multiple parameter configurations proposed by the first stage. The following subsection describes the methodology used in this paper.
4.1. Salp Swarm Optimization Algorithm

The salp swarm optimization algorithm (SSA) is a bio-inspired technique that imitates the behavior of salps in their natural habitat. These vertebrates have a transparent barrel-shaped body, which is very similar to that of jellyfish. The SSA technique is based on the movement of salps, which is characterized by contractions and pumping water through their gelatinous body while searching for food, i.e., salps pump water through their internal food filters, feeding on the phytoplankton they filter from the water while they move in chain-shaped swarms, changing their movement in a coordinated and quick manner. This behavior can be mathematically modeled to be used as an optimization method [53]. The following subsection presents the stages for the computational development and finding a solution to the parameter estimation problem of the equivalent three-diode model of a PV panel using the SSA.

4.1.1. Generation of the Initial Population

Equation (14) is used to generate each of the salps that compose the initial population of the salp chains \( (\text{Salps}_{(i,j)}) \), where each salp in the population is a possible solution to the problem (each parameter of the three-diode model of a PV panel). In the initial population, the \( i \) subindex denotes the \( i \)-th salp chain, and the \( j \) subindex represents the \( j \)-th individual that composes the \( i \)-th element. Each of the salps generated in the different chains contains the parameters that generate the PV profile represented by the V-I levels in the problem studied here. The values of each of the salps that compose the salps chains are generated within the solution space, limited by the technical constraints of the problem. This is possible by implementing upper \((ub)\) and lower \((lb)\) bounds assigned to every element of the salps, which correspond to each one of the minimum and maximum limits of the current equation of a PV panel in the TDM parameter estimation problem. Likewise, in order to explore bigger regions of the search space, the first population of salps is generated based on random values \((rand)\) in the \([0–1]\) range for every object that composes the different salp chains. These random numbers are multiplied by the difference between the limits to generate a better distribution of particles in the search space.

\[
\text{Salps}_{(i,j)} = ((ub - lb) \times rand) + lb \tag{14}
\]

The equation above can be used to find the value of the \( j \) individuals in the \( i \)-th salp chain. To generate every salp chain, this paper proposes an \( nxd \)-sized matrix, where \( n \) is the number of salps as possible solutions to the problem and \( d \) denotes the number of variables in the problem (number of salps in the chain), as shown in Equation (15), where \( S_n \) is the \( n \)-th salp in the \( M_{\text{Salps}} \) matrix. In the specific case of the TDM problem of a PV panel, the number of \( d \) columns corresponds to the parameters of the TDM that generate the current in a PV panel, and their values determine the PV profile of the panel being analyzed.

\[
M_{\text{Salps}} = \begin{bmatrix}
\text{Salps}_{1,1} & \text{Salps}_{1,2} & \cdots & \text{Salps}_{1,d} \\
\text{Salps}_{2,1} & \text{Salps}_{2,2} & \cdots & \text{Salps}_{2,d} \\
\vdots & \vdots & \ddots & \vdots \\
\text{Salps}_{n,1} & \text{Salps}_{n,2} & \cdots & \text{Salps}_{n,d}
\end{bmatrix} = \begin{bmatrix}
\text{Salps}_1 \\
\text{Salps}_2 \\
\vdots \\
\text{Salps}_n
\end{bmatrix} \tag{15}
\]

4.1.2. Calculation of the Objective Function

The objective function studies every individual (aptitude function) to evaluate the impact of every possible solution contained in \( M_{\text{Salps}} \). Subsequently, each of the values thus obtained is stored in an \( nx1 \)-sized matrix called \( MO_{\text{Salp}} \), calculating the minimization of the RMSE, as shown in Equation (16). In the case of the TDM parameter estimation problem, each created individual is evaluated based on the search space assigned in every \( Salp \), thus obtaining the values of the variables associated with each possible solution.
In this solution method, it is necessary to sort the salps of the initial population based on their value obtained by evaluating the objective function. In minimization problems, the population is sorted from the lowest to the highest value obtained from the objective function (such is the case under analysis). In maximization problems, the population is sorted from the highest to the lowest value obtained from the objective function. Thus, the first row of the population presents the best solution found by the salp chain in the initial population.

4.1.3. Movement for the Salp Chain

The SSA proposed in this paper uses an iterative process, where a new salp chain is generated at every iteration. Salps are divided into two groups: leader and followers. The leader salp (the one with the best adaptation function at the current iteration) is at the head of the chain, while the remaining salps are followers. The leader salp is responsible for guiding the swarm, and the rest of the salps follow each other.

Once all the salps in the population have been evaluated to calculate their impact on the adaptation function and sorted based on said function, the salp with the best adaptation function is selected as the leader ($X_{1j}$):

$$S_{(1,j)} = X_{(1,j)}$$ (17)

The leader salp should be updated at every iteration carried out by the algorithm. Additionally, at the first iteration, the leader salps (one salp per TDM parameter) are selected as the phytoplankton. That is, because the leader salp found the area with the best food in the solution space, the algorithm proposes this location as the best area to advance with the rest of the salps (see Equation (18)). Phytoplankton is represented by a $1 \times d$-sized information vector that stores the information of the leader salps in the salp chains.

$$F_{(1,j)} = S_{(1,j)}$$ (18)

After the second iteration of the algorithm, the elements that compose the phytoplankton (incumbent solution to the problem) are updated by the leader salp in the chain only if it outperforms the best solution to the problem so far.

In order for the salp chain to move, the SAA method uses two mechanisms that exploit the sorting of the population:

**Movement in relation to the incumbent:**

From the leader salp to the individual that represents half of the population, the salp chain moves considering the value of the elements stored in the incumbent solution to the problem (phytoplankton), the limit values of the elements that compose each salp, and a constant that controls the advance of the salp chain. Using a random value, this advance mechanism facilitates the exploration of the region that surrounds the incumbent in order to adequately explore the solution space. Equation (19) is used to update the position of half of the salp chain in the population, where $Salp_{(i,j)}$ is the new value assigned to the $i$-th salp in the $j$-th dimension, i.e., this value assigns new parameters to each variable, which can be used to estimate the current considered in the different individuals that compose the population. In said equation, $F_{(1,j)}$ denotes the position of the food source (phytoplankton) in the $j$-th dimension; $ub$ and $lb$, the upper and lower bounds in each dimension of the problem, i.e., the limits of each parameter of the TDM of a PV panel; $C_2$ and $C_3$, random values in the $[0, 1]$ range, which are used to decide whether to add or subtract the calculated value to or from the component of the incumbent solution to the problem ($F_{(i,j)}$). This
process must be carried out for every individual and element that composes the population, i.e., for each \( i \in n \) and \( j \in d \).

\[
Salps_{(i,j)} = \begin{cases} 
F_{(1,j)} + C_1 \ast ((ub_j - lb_j) \ast C_2 + lb_j) & C_3 \leq 0.5 \\
F_{(1,j)} - C_1 \ast ((ub_j - lb_j) \ast C_2 + lb_j) & C_3 > 0.5
\end{cases}
\]  

Equation (19)

In Equation (20), the \( C_1 \) coefficient is responsible for controlling the exploration and exploitation of the solution in the movement of the salps, \( l \) denotes the current iteration, and \( L \) is the maximum number of iterations.

\[
C_1 = 2 \ast e^{-\left(\frac{l}{L}\right)^2}
\]

Movement using Newton’s laws of motion:

To update the position of the remaining individuals in the salp chain (from half plus one to the end of the population), Newton’s three laws of motion are used to obtain the equation of the movement of the follower salps, as shown in Equation (21). This equation shares information between adjacent salps in the population. This advance mechanism aims to share information between the salps with the best and worst solution based on the descending order specified in previous sections in order to improve the objective function of every salp, generating new locations in the solution space.

\[
S_{(i,j)} = \left(\frac{S_{(i,j)} - S_{(i-1,j)}}{2}\right)
\]

Equation (21)

After updating the position of the salp chain at each iteration, it should be verified that all the positions respect the constraints established for the problem. In this particular case, the limits of each parameter established for the TDM of the PV panel should be respected. Subsequently, \( MO_{Salp} \) is updated by evaluating the new population or salp chain, updating the incumbent solution to the problem at every \( F \) iteration. This process is repeated until the stopping criteria established for the problem studied here are met.

4.1.4. Stopping Criteria

Two stopping criteria were used in the first stage:

- The first stage ends after \( n \) consecutive iterations where the incumbent solution to the problem is not updated. Therefore, the process ends when the objective function reaches a given number of iterations (non-improvement counter) without finding a better solution to the problem;
- The computational analysis ends when the optimization algorithm reaches the maximum number of iterations allowed for each algorithm. Iterations are controlled using a counter in the algorithm.

The iterative process in Algorithm 1 is included below to provide a visual assistance to interpret the first stage of the proposed solution methodology, which uses the SSA to estimate the parameters of the TDM of a PV panel.
Algorithm 1 SSA optimization algorithm.

1: Load system data
2: Initialize the parameters of the algorithms
3: Generate initial population of salps ($M_{Salps}$)
4: Calculate the adaptation function employing the slave stage ($MO_{Salp}$)
5: Select the incumbent solution ($F_{1,j}$)
6: Select the leader $Salp$, and determine the follower $Salps$
7: Initialize the $P_{Salp}$, $Max_{P}$, and $Min_{P}$ parameters
8: while $l \leq L$ do
9:  for $(i = 1 : Size(Salps))$ do
10:    if $i \leq \left( \frac{\text{Size}(Salps)}{2} \right)$ then
11:      for $(j = 1 : Dim)$ do
12:        $C_1 = \text{rand}[0–1]$
13:        $C_2 = \text{rand}[0–1]$
14:        if $C_3 \leq 0.5$ then
15:          $S_i = F_{1,j} + C_1 \times ((ub_j - lb_j) \times C_2 + lb_j)$
16:        else
17:          $S_i = F_{1,j} - C_1 \times ((ub_j - lb_j) \times C_2 + lb_j)$
18:        end if
19:      end for
20:    else if $(i > \frac{\text{Size}(Salps)}{2})$ & $(i \leq \text{Size}(Salps))$ then
21:      $S_{(i,j)} = \frac{1}{2} \left( S_{(i,j)} - S_{(i-1,j)} \right)$
22:    end if
23:  end for
24: end while
25: Calculate the adaptation function by means of SA
26: Update the incumbent solution
27: $l = l + 1$
28: end while

5. Simulations and Results

Two PV panels, i.e., Kyocera KC200GT and Solarex MSX60 [54,55], were used in this study to validate the effectiveness of the TDM of PV panels by means of the SSA. Table 3 details the electrical specifications of each PV panel under STCs. Said table presents their common characteristics: number of cells ($N_{s}$), maximum power ($P_{max}$), maximum voltage point ($V_{mp}$), open-circuit voltage ($V_{oc}$), maximum current point ($I_{mp}$), and short-circuit current ($I_{sc}$). In addition, certain constant values are necessary for the TDM to work properly for the parameter estimation process, such as the Boltzmann constant $k = 1.3806503 \times 10^{-23}$ (J/K), temperature in degrees Kelvin 273 (°K), and electrical charge $q = 1.60217646 \times 10^{-19}$, which can be applied to any type of PV panel.

Table 3. PV panels and their characteristics.

<table>
<thead>
<tr>
<th>Panel</th>
<th>MSX60</th>
<th>KC200GT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{s}$</td>
<td>36</td>
<td>54</td>
</tr>
<tr>
<td>$P_{max}$ (W)</td>
<td>60</td>
<td>200</td>
</tr>
<tr>
<td>$V_{mp}$ (V)</td>
<td>17.1</td>
<td>26.3</td>
</tr>
<tr>
<td>$V_{oc}$ (V)</td>
<td>21.1</td>
<td>32.9</td>
</tr>
<tr>
<td>$I_{mp}$ (A)</td>
<td>3.5</td>
<td>7.61</td>
</tr>
<tr>
<td>$I_{sc}$ (A)</td>
<td>3.8</td>
<td>8.21</td>
</tr>
</tbody>
</table>
To estimate the parameters of the TDM and validate the effectiveness of the methodology proposed here (SSA) in terms of the solution quality (i.e., minimization of the RMSE of the TDM of a PV panel), this study implemented three additional continuous solution methods: (1) particle swarm optimization (PSO) [56], which is a bioinspired algorithm based on the behavior of schools of fish, flocks of birds, and other animals that move in big groups; (2) the continuous genetic algorithm (CGA) [57], which is based on the genetic process of living beings that store information about learned evolution and transfer said information to the next generations; (3) the sine cosine algorithm (SCA) [58], which is a powerful metaheuristic optimization technique and a variant of the conventional particle swarm optimization approaches.

All the optimization methods used in this paper, including the SSA method proposed here, were implemented to estimate the nine parameters of the TDM. The SSA, which was selected because of its high effectiveness in terms of convergence and processing times, was fairly compared with the other three methodologies described above.

Each method was tuned in order to obtain the best possible response in terms of the objective function. This was achieved using the particle swarm optimization proposed in [59]. The parameters tuned for the techniques were population size ([2–100]), number of iterations ([1–10,000]), and number of non-improvement iterations ([1–10,000]). Table 4 presents the parameters found for each methodology employed in this paper.

<table>
<thead>
<tr>
<th>Method</th>
<th>SSA</th>
<th>CGA</th>
<th>PSO</th>
<th>SCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of particles</td>
<td>77</td>
<td>76</td>
<td>35</td>
<td>83</td>
</tr>
<tr>
<td>Stopping criteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Maximum number of iterations</td>
<td>8760</td>
<td>8055</td>
<td>5850</td>
<td>8910</td>
</tr>
<tr>
<td>Non-improvement iterations</td>
<td>4749</td>
<td>7851</td>
<td>956</td>
<td>8680</td>
</tr>
</tbody>
</table>

The computational analysis to obtain the numerical results was conducted on a laptop with the following specifications: 1.6 GHz Intel Core i5-8520U processor with turbo boost up to 3.4 GHz, 12 GB of DDR4 RAM memory at 3000 MHz, M.2 SSD with 256 GB of storage capacity, Windows 10 PRO OS, and MATLAB 2021a coding software.

5.1. Results

Two types of panels, i.e., Kyocera KC200GT and Solarex MSX60, were employed here to evaluate the robustness of the proposed methodology under two irradiance levels (1000 W/m² and 500 W/m²). Different power levels were used to evaluate their impact on the parameter estimation of the two PV panels and the minimization of the RMSE of the TDM.

5.1.1. KC200GT PV Panel

The PV profiles and V-P curves of the KC200GT panel under the two previously mentioned irradiance levels (i.e., 1000 W/m² and 500 W/m²) were used to validate the methodology proposed here and represent different power levels in the PV profiles of the panel.

Tables 5 and 6 show the results obtained by the different methodologies implemented here to solve the parameter estimation problem of the TDM of the KC200GT PV panel under irradiance levels of 500 W/m² and 1000 W/m², respectively. These tables detail, from left to right, the solution method that was used, the best solution found for the objective function (RMSE), the worst solution found for the RMSE, the mean value of the RMSE, and the standard deviation obtained by each technique after 1000 executions. Additionally, Figures 2 and 3 are charts that compare the results obtained by the three other
methodologies employed here to solve the parameter estimation problem of the TDM of the KC200GT PV panel.

Table 5. Results obtained for the KC200GT PV panel under a 500 W/m$^2$ irradiance level.

<table>
<thead>
<tr>
<th>Method</th>
<th>Best Fob</th>
<th>Worst Fob</th>
<th>Mean Value</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSA</td>
<td>0.01096</td>
<td>0.32177</td>
<td>0.07973</td>
<td>0.05724</td>
</tr>
<tr>
<td>PSO</td>
<td>0.43369</td>
<td>1.64986</td>
<td>1.12564</td>
<td>0.22273</td>
</tr>
<tr>
<td>CGA</td>
<td>0.02138</td>
<td>1.64629</td>
<td>0.84681</td>
<td>0.39013</td>
</tr>
<tr>
<td>SCA</td>
<td>0.03432</td>
<td>1.88225</td>
<td>0.45322</td>
<td>0.37084</td>
</tr>
</tbody>
</table>

Table 6. Results obtained for the KC200GT PV panel under a 1000 W/m$^2$ irradiance level.

<table>
<thead>
<tr>
<th>Method</th>
<th>Best Fob</th>
<th>Worst Fob</th>
<th>Mean Value</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSA</td>
<td>0.00958</td>
<td>0.34783</td>
<td>0.11019</td>
<td>0.06765</td>
</tr>
<tr>
<td>PSO</td>
<td>1.73378</td>
<td>4.29050</td>
<td>3.54887</td>
<td>0.33834</td>
</tr>
<tr>
<td>CGA</td>
<td>0.03372</td>
<td>0.33258</td>
<td>0.13054</td>
<td>0.05694</td>
</tr>
<tr>
<td>SCA</td>
<td>0.06265</td>
<td>2.63879</td>
<td>0.55735</td>
<td>0.48156</td>
</tr>
</tbody>
</table>

In Figure 2, which presents the results obtained for the KC200GT PV panel under a 500 W/m$^2$ irradiance level, the method proposed in this paper outperforms the other three optimization algorithms in all the results. Regarding the best solution in the objective function, the SSA outperformed PSO by 3855.433%, the CGA by 94.961%, and the SCA by 212.974%. Likewise, the SSA presented a high-quality standard deviation, outperforming the other solution methodologies by 472.877% on average. The outstanding standard deviation of the SSA resulted in a mean value of 0.07973, outperforming the SCA by 468.477%, the CGA by 581.602%, and PSO by 1311.811%.

The above shows the superiority of the technique proposed here in finding a high-quality solution for the minimization of the objective function (i.e., the RMSE of the TDM of a PV panel under a 500 W/m$^2$ irradiance level). Likewise, thanks to its excellent standard deviation, the SSA can be used to find a high-quality solution every time it is executed.

Figure 3 presents the results of the analysis of the KC200GT PV panel under a 1000 W/m$^2$ irradiance level. Regarding the best solution for the minimization of the RMSE, the SSA outperformed the CGA, the SCA, and PSO by 251.978%, 553.922%, and 17,996.984%, respectively. In relation to the standard deviation, the SSA fell short against the CGA by 15.833%, but outperformed PSO and the SCA by 400.112% and 611.820%, respectively. Despite producing a standard deviation worse than that of one of the techniques, the SSA was better than all of them in the mean value, outperforming the CGA by 18.467%, the SCA by 405.818%, and PSO by 3120.764%. Although the CGA obtained a better standard deviation, the SSA found the best solution for the minimization of the objective function of the problem analyzed in this paper, as well as the best mean solution for the analysis of the KC200GT PV panel under a 1000 W/m$^2$ irradiance level. Therefore, the SSA will generate a high-quality solution every time it is executed.
Figure 2. Minimization of the RMSE in the TDM of a KC200GT PV panel under a 500 W/m² irradiance level obtained by the SSA compared to other methodologies.

Figure 3. Minimization of the RMSE in the TDM of a KC200GT PV panel under a 1000 W/m² irradiance level obtained by the SSA compared to other methodologies.

The previous analysis showed that the SSA obtained the best solution for the parameter estimation problem of the TDM of a PV panel (the KC200GT panel in this case), demonstrating its superiority, especially in finding the best minimization of the objective function. Additionally, Figure 4 is a graph that represents the best solutions found for the minimization of the objective function reported in Tables 5 and 6. For more clarity, Figure 5 shows two zoom-ins on the power produced under the two irradiance levels.
These zoom-ins detail the difference between the ideal PV profile under 500 W/m\(^2\) and 1000 W/m\(^2\) and those determined by each optimization technique.

![Graph showing power vs. voltage for different irradiance levels](image)

**Figure 4.** Simulation performed with the parameters found for the lowest errors in the KC200GT PV panel under irradiance levels of 1000 W/m\(^2\) and 500 W/m\(^2\).

![Graphs showing zoom-ins of the simulation](image)

(a) KC200GT PV panel under 1000 W/m\(^2\).  
(b) KC200GT PV panel under 500 W/m\(^2\).

**Figure 5.** Zoom-ins on the simulation performed with the parameters found for the lowest errors in the KC200GT PV panel.

5.1.2. MSX60 PV Panel

The next validation stage of the methodology proposed in this paper was to analyze a less powerful PV panel, i.e., the MSX60T panel, under two irradiance levels (i.e., 500 W/m\(^2\) and 1000 W/m\(^2\)) in order to observe the behavior of the optimization techniques under different power scenarios. Tables 7 and 8 present the results of the analysis of this panel under the two irradiance levels, which are organized as those in Table 5. Table 7 presents the results obtained by each methodology implemented here to solve the parameter estimation problem of the TDM of the MSX60T panel under 500 W/m\(^2\).
Table 7. Results obtained for the MSX60 PV panel under a 500 W/m² irradiance level.

<table>
<thead>
<tr>
<th>Method</th>
<th>Best Fob</th>
<th>Worst Fob</th>
<th>Mean Value</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSA</td>
<td>0.0055</td>
<td>0.0254</td>
<td>0.0175</td>
<td>0.0031</td>
</tr>
<tr>
<td>PSO</td>
<td>0.0196</td>
<td>0.0861</td>
<td>0.0309</td>
<td>0.0064</td>
</tr>
<tr>
<td>CGA</td>
<td>0.0180</td>
<td>0.0492</td>
<td>0.0313</td>
<td>0.0054</td>
</tr>
<tr>
<td>SCA</td>
<td>0.0170</td>
<td>0.0418</td>
<td>0.0263</td>
<td>0.0036</td>
</tr>
</tbody>
</table>

Figure 6, which compares the results obtained for the MSX60 panel under a 500 W/m² irradiance level, indicates that the SSA outperformed the rest of the solution algorithms proposed to solve the problem studied in this paper. Regarding the best solution, the SSA outperformed the SCA by 210.541%, the CGA by 228.857%, and PSO by 258.258%. In relation to the mean value, the SSA presented an average improvement of 68.425% over the other solution methodologies. In terms of the standard deviation, the SSA outperformed the SCA, the CGA, and PSO by 15.732%, 71.408%, and 104.128%, respectively. These results showed that the SSA produced the best solution for this panel under 500 W/m².

Figure 6. Minimization of the RMSE in the TDM of a MSX60 PV panel under a 500 W/m² irradiance level obtained by the SSA compared to the other methodologies.

Table 8 presents the results obtained by the methodologies implemented here to solve the parameter estimation problem of the TDM of the MSX60 panel under a 1000 W/m² irradiance level.
Table 8. Results obtained for the MSX60 PV panel under a 1000 W/m² irradiance level.

<table>
<thead>
<tr>
<th>Method</th>
<th>Best Fob</th>
<th>Worst Fob</th>
<th>Mean Value</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSA</td>
<td>0.01802</td>
<td>0.03097</td>
<td>0.02120</td>
<td>0.00195</td>
</tr>
<tr>
<td>PSO</td>
<td>0.01842</td>
<td>0.07733</td>
<td>0.03330</td>
<td>0.00837</td>
</tr>
<tr>
<td>CGA</td>
<td>0.01803</td>
<td>0.07161</td>
<td>0.02597</td>
<td>0.00676</td>
</tr>
<tr>
<td>SCA</td>
<td>0.01802</td>
<td>0.03430</td>
<td>0.02362</td>
<td>0.00269</td>
</tr>
</tbody>
</table>

Figure 7 shows the improvements achieved by the SSA compared to the other solution methodologies suggested to solve the parameter estimation problem of the TDM of a MSX60 PV panel under a 1000 W/m² irradiance level. In said figure, the SSA obtained the highest percentage of minimization of the objective function, with a value of 0.01802, thus outperforming the SCA by 0.016%, the CGA by 0.087%, and PSO by 2.254%. Regarding the mean solution, the SSA presented an improvement of 11.410% over the SCA, 22.513% over the CGA, and 57.068% over PSO. In terms of the standard deviation, the SSA offered the best repeatability to find the solution, outperforming the other techniques by an average of 204.948%. These results demonstrate the superiority of the technique proposed in this paper to solve the parameter estimation problem for the MSX60 PV panel with a 1000 W/m² irradiance level.

Figure 7. Minimization of the RMSE in the TDM of a MSX60 PV panel under a 1000 W/m² irradiance level obtained by the SSA compared to the other methodologies.

After analyzing the MSX60 PV panel, it can be concluded that the methodology proposed here was the technique that found the best solution to the problem of the TDM in this scenario. Additionally, in terms of the repeatability of the solution, the SSA outperformed all the other techniques, which guarantees a high-quality solution every time the algorithm is executed for any power level of said panel. Figure 8 is a graph that represents the best solutions found for the minimization of the objective function reported in Tables 7 and 8. For more clarity, Figure 9 shows two zoom-ins on the power produced under the two
irradiance levels. These zoom-ins detail the difference between the ideal PV profile under 500 W/m² and 1000 W/m² and those determined by each optimization technique.

![Simulation graph](image)

**Figure 8.** Simulation performed with the parameters found for the lowest errors in the MSX60 PV panel under the 1000 W/m² and 500 W/m² irradiance levels.

![Zoom-ins](image)

(a) MSX60 PV panel under 1000 W/m². (b) MSX60 PV panel under 500 W/m².

**Figure 9.** Zoom-ins on the simulation performed with the parameters found for the lowest errors in the MSX60 PV panel.

Tables 9 and 10 are included here to conduct an in-depth analysis to find the most optimal technique to solve the parameter estimation problem of the TDM of a PV panel. These tables present the robustness of the solutions obtained by each one of the algorithms implemented in this paper.

**Table 9.** Averaged results obtained for the KC200G PV panel under the 500 W/m² and 1000 W/m² irradiance levels.

<table>
<thead>
<tr>
<th>Method</th>
<th>Best Fob</th>
<th>Mean Value</th>
<th>STD</th>
<th>Average Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSA</td>
<td>0.0103</td>
<td>0.0950</td>
<td>0.0624</td>
<td>0.1220</td>
</tr>
<tr>
<td>PSO</td>
<td>1.0837</td>
<td>2.3373</td>
<td>0.2805</td>
<td>0.4652</td>
</tr>
<tr>
<td>CGA</td>
<td>0.0275</td>
<td>0.4887</td>
<td>0.2235</td>
<td>0.1767</td>
</tr>
<tr>
<td>SCA</td>
<td>0.0485</td>
<td>0.5053</td>
<td>0.4262</td>
<td>0.1272</td>
</tr>
</tbody>
</table>
Table 10. Averaged results obtained for the MSX60 PV panel under the 500 W/m² and 1000 W/m² irradiance levels.

<table>
<thead>
<tr>
<th>Method</th>
<th>Best Fob</th>
<th>Mean Value</th>
<th>STD</th>
<th>Average Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSA</td>
<td>0.0117</td>
<td>0.0193</td>
<td>0.0025</td>
<td>0.0790</td>
</tr>
<tr>
<td>PSO</td>
<td>0.0190</td>
<td>0.0321</td>
<td>0.0074</td>
<td>0.3729</td>
</tr>
<tr>
<td>CGA</td>
<td>0.0180</td>
<td>0.0286</td>
<td>0.0061</td>
<td>0.1463</td>
</tr>
<tr>
<td>SCA</td>
<td>0.0175</td>
<td>0.0250</td>
<td>0.0032</td>
<td>0.1091</td>
</tr>
</tbody>
</table>

In order to obtain the values shown in Table 9, the data of the minimization of the objective function for the 500 W/m² and 1000 W/m² irradiance levels were averaged. The same procedure was repeated for the mean value and the standard deviation. Likewise, the previously described procedure was applied to obtain the values in Table 10 for the case of the MSX60 PV panel.

In addition, Figures 10 and 11 present the results of Tables 9 and 10, respectively. Figure 10 shows that the solution methodology proposed in this paper produces the most adequate solution for the minimization of the objective function, outperforming the CGA by 168.18%, the SCA by 371.96%, and PSO by 10449.91%. Regarding the mean deviation, the SSA outperformed the CGA, the SCA, and PSO by 414.63%, 432.12%, and 2361.39%, respectively. In terms of the standard deviation, the SSA outperformed the other solution methodologies by an average of 396.58%. In terms of processing time, Table 9 presents the average times of each optimization technique with values equal to 0.1220 s to solve the parameter estimation problem in the SSA, while PSO, the CGA, and the SCA required an average time equal to 0.4652 s, 0.1767 s, and 0.1272 s, respectively. These results demonstrate that the SSA offered the best solutions for the KC200GT panel under any irradiance level and scenario.

Figure 11 shows that the SSA outperformed the other techniques in the different solution scenarios evaluated here. Regarding the minimization of the objective function, the SSA outperformed the SCA by 48.98%, the CGA by 53.29%, and PSO by 61.79%. In relation to the mean value for the objective function, the SSA outperformed the SCA by 28.98%, the CGA by 47.92%, and PSO by 65.77%. In terms of the standard deviation obtained by the solution methodologies, the SSA outperformed the SCA by 24.22%, the CGA by 138.68%, and PSO by 190.47%. Analyzing the average processing time required for each method, presented in Table 10, it can be seen that the SSA required 0.0790 s, the PSO 0.3729 s, the CGA 0.1463 s, and the SCA 0.1091 s of average time to solve the parameter estimation problem for the MXS60. This analysis demonstrates the superiority of the SSA algorithm in obtaining high-quality solutions for the MSX60 panel, outperforming all the other optimization techniques.

The results presented in the previous graphs were compared against the results obtained by the optimization algorithm proposed in this document. This allows optimally visualizing the results obtained by the comparison methods, since all the data presented in the graphs are faced with their counterpart, which was determined by the SSA.
Figure 10. Robustness of the proposed solution methodologies in solving the parameter estimation problem of the TDM of the KC200GT.

Figure 11. Robustness of the proposed solution methodologies in solving the parameter estimation problem of the TDM of the MSX60 PV panel.
6. Conclusions

This paper presented a methodology based on the equivalent mathematical three-diode model of a PV panel and the salp swarm optimization method to solve the parameter estimation problem of the TDM of a PV panel. In the first stage, voltage and current data were used as a reference to estimate the parameters using the SSA, thus defining the parameters that better fit the current equation of the PV panel. The minimization of the objective function was used to determine the parameters that better fit the ideal PV profile. Each algorithm was validated in two test systems, i.e., the Kyocera KC200GT and the Solarex MSX60, under irradiance levels of 500 W/m² and 1000 W/m². A total of 1000 simulations were run in each test scenario in order to evaluate the repeatability and efficiency of the solutions obtained by each algorithm.

The results reported here showed that the SSA methodology proposed in this paper presented the best minimization of the objective function compared to the SCA, PSO, and CGA techniques using the same parameters, which were tuned to obtain the best response of each optimization technique in terms of the RMSE. Likewise, the SSA presented an excellent standard deviation, which enabled it to obtain high-quality solutions and highlighted the efficiency of the technique regarding accuracy and repeatability. Note that the SSA was outperformed in a single instance by the CGA regarding the standard deviation in the case of the KC200GT panel. Nonetheless, Figures 10 and 11 confirm that the SSA was the best technique to solve the parameter estimation problem of the TDM in the cases described in this paper.

Based on the results obtained by the optimization techniques and those presented in Tables 9 and 10, it can be concluded that the SSA optimization method is the most efficient for estimating the TDM parameters, since, in the response quality, it was 1213.58% better than that obtained by the PSO, 231.27% better than that of the CGA, and 230.55% better than the SCA, averaging the results obtained for the MSX60 and KC500GT. On the other hand, it can also be seen that for the computational times required to solve the optimization problem, the SSA only required 0.1s of average time, unlike PSO, the CGA, and the SCA, which required an average of 0.419 s, 0.162 s, and 0.118 s, respectively.

It can be concluded that, among the methods analyzed here, the SSA is the most reliable option to solve the problem of the TDM of a PV panel. Likewise, thanks to its standard deviation, the SSA could be applied in embedded systems to diagnose faults in PV systems.

Future research can improve the performance of the SSA by considering other methods to develop the objective function. Furthermore, the SSA method can be used in parallel processing to validate the computation times and to diagnose faults in PV panels using experimental results.
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