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Abstract: IETF has standardized the point-to-point RPL (P2P-RPL) to ensure reliable and optimal
P2P route discovery for low-power and lossy networks (LLNs). P2P-RPL propagates route discovery
packets to all nodes in the network, which results in high routing communication overheads. Recently,
other RPL-based P2P routing algorithms have been proposed to reduce such overheads, but still, quite
an amount of overheads occur due to their flooding-based approach. In real life 3D environments, a
larger number of nodes should be deployed to guarantee the full network connectivity, and thus the
flooding strategy incurs higher overheads. In effort to alleviate high overheads, geographic routing is
an attractive solution that exploits the nodes” geographic locations in its next-hop routing selection.
However, geographic routing inherently suffers from the local minimum (void) problem following
greedy next-hop selection. Local minima occur more often in 3D space, and therefore, a reliable
3D void handling technique is required. In this paper, we propose greedy forwarding and void
handling point-to-point RPL with adaptive trickle timer (GVA-P2P-RPL), which is a novel RPL-based
P2P routing protocol that quickly discovers energy-efficient and reliable P2P routes in 3D networks.
In GVA-P2P-RPL, P2P-RPL is modified to greedily forward routing packets when it is possible.
IR-UWB-based 3D multi-hop self-positioning is conducted in advance to obtain the geographical
location of each node. When local minima are encountered, routing packets are temporarily broadcast
just like in the traditional P2P-RPL. A new trickle algorithm called adaptive trickle timer (ATT) is
also presented to reduce route discovery time and provide better collision avoidance effects. The
performance of GVA-P2P-RPL is compared with that of P2P-RPL, partial flooding-based P2P-RPL
(PE-P2P-RPL) and ER-RPL. It shows significant improvements in route discovery overheads and route
discovery time against these state-of-the-art RPL-based P2P routing methods in 3D environments.
Performance evaluation in the special network case where a huge 3D void volume exists in the center
is also presented to show the strong void recovery capability of the proposed GVA-P2P-RPL in 3D
environments.

Keywords: P2P-RPL; geographic routing; 3D void handling; adaptive trickle algorithm

1. Introduction

Reliable and energy-efficient point-to-point (P2P) routing is strongly demanded, espe-
cially for low-power and lossy networks (LLNs) due to LLNs’ lossy network configuration
and resource-constraint characteristics. Internet engineering task force (IETF) has stan-
dardized the reactive discovery of point-to-point routes in low-power and lossy networks
(P2P-RPL) [1] to provide P2P routing ability in LLNs. However, P2P-RPL floods route dis-
covery packets throughout the whole network, resulting in high communication overheads.
As improved alternatives, other RPL-based P2P routing protocols, such as LA-P2P-RPL [2]
and ER-RPL [3], have been proposed, which only allow a portion of network nodes to
participate in the flooding procedure. These are experimentally proven to be reliable and
energy saving, compared to P2P-RPL but still produce quite an amount of overheads due
to the flooding strategy. In real-world applications, LLN devices are more likely to be
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deployed in 3D environments, where a larger number of nodes have to be deployed to
support the full communication coverage and maintain the full network connectivity [4].
Consequently, the flooding strategy incurs a larger number of routing packet overheads
in 3D environments. To ease the high overhead issue, the use of 3D geographic routing
in P2P-RPL is a desirable solution since geographic routing only exploits local location
information to greedily select the next hop node [5]. Despite the merits, geographic routing
inherently suffers from the local minimum (void) problem where no one-hop neighbor node
closer to the destination exists. The local minimum problem occurs more often when the
network is not sufficiently dense [6]. In 3D environments, the network density can be much
lower and the inter-node connectivity is weaker compared with 2D environments, leading
to much more local minimum situations [7]. To overcome the local minima, a reliable 3D
void recovery mechanism is required in response.

In this paper, we propose a reactive 3D geographic P2P routing protocol called greedy
forwarding and void handling point-to-point RPL with adaptive trickle timer (GVA-P2P-
RPL) for indoor 3D IR-UWB (impulse radio ultra-wideband) networks. GVA-P2P-RPL
combines the advantage of the high successful delivery rate of P2P-RPL’s flooding and the
low overhead of geographic routing’s greedy forwarding. GVA-P2P-RPL is a modified
version of the P2P-RPL standard by applying the greedy forwarding methodology to reduce
routing overheads while still discovering near-optimal routes. In advance of the geographic
routing step, IR-UWB ranging-based positioning is conducted to obtain accurate indoor
3D position information. With the obtained location estimates, GVA-P2P-RPL greedily
unicasts a routing packet to a neighbor node closest to the destination. When a local
minimum is encountered, GVA-P2P-RPL switches its mode to the void recovery mode and
temporarily broadcasts routing packets until a node closer to the destination is discovered.
Then, GVA-P2P-RPL switches back to the greedy mode. In addition, instead of the standard
trickle algorithm [8] used in the P2P-RPL standard, adaptive trickle timer (ATT) in 3D
GVA-P2P-RPL is proposed. The ATT algorithm, to reduce route discovery time, uses a
smaller minimum trickle timer interval value, adaptively shortens its listen-only periods
and gives the highest transmission priority to the neighbor node closest to the destination.
To show the effectiveness of the proposed GVA-P2P-RPL, we present its simulation results
along with the state-of-the-art RPL-based P2P routing protocols, P2P-RPL, PF-P2P-RPL
(partial flooding-based P2P-RPL) and ER-RPL.

The rest of the paper is organized as follows. In Section 2, we survey related works that
have inspired the proposed algorithm. In Section 3, a detailed description of the proposed
algorithm is brought. Section 3.1 describes the multi-hop self localization algorithm,
and Section 3.2 elaborates upon the novel GVA-P2P-RPL routing protocol. In Section 4,
the simulation setting and results are shown. Routing performances are evaluated mainly
among four routing protocols, P2P-RPL, PE-P2P-RPL (partial flooding-based P2P-RPL),
ER-RPL and GVA-P2P-RPL. Section 5 summarizes the research.

2. Related Works

For the routing support of LLNSs, IETF standardized the IPv6 routing protocol for low-
power and lossy networks (RPL) [9]. RPL constructs a tree-like topology called destination-
oriented directed acyclic graph (DODAG) to ensure communication capability for all
three kinds of traffic: multipoint-to-point (MP2P), point-to-multipoint (P2MP) and point-
to-point (P2P). For P2P traffic, a discovered path must contain the common ancestor of
the source and destination, and hence leads to a long and inefficient route discovery.
In the non-storing mode of RPL, the common ancestor becomes the root node of the
constructed DODAG. Thus, the root node suffers from bottleneck and severe congestion
problems [10,11]. To support optimal route discovery following a P2P traffic request, IETF
has also standardized P2P-RPL [1], which creates a temporary DODAG rooted at the source
node. This temporary DODAG is utilized solely for the purpose of discovering an optimal
route between the source and destination. P2P-RPL has to flood the P2P mode DODAG
information object (P2P-DIO) messages. The standard RPL control messages for P2P
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route discovery are flooded throughout the network, which leads to high communication
overheads. In 3D environments, far more nodes need to be randomly or uniformly placed
to ensure full network connectivity [4]. As a result, P2P-RPL is required to flood a higher
number of P2P-DIO messages and is energy inefficient for 3D network environments.
LA-P2P-RPL [2] restricts the flooding zone of P2P-RPL by using the position information of
the source and destination nodes to reduce routing overheads. Nevertheless, LA-P2P-RPL
still incurs quite an amount of routing overheads due to its flooding strategy and can fail in
route discovery if there exists a route only through the nodes outside the flooding zone.
In [3], energy-efficient region-based routing protocol for low-power and lossy networks
(ER-RPL), inheriting the DODAG mechanism of RPL, is proposed, which reduces flooding
overheads by dividing the network area into non-overlapping regions and allowing nodes
only in a few selected regions to participate in the P2P route discovery. Only static nodes
are considered, and each node estimates its own region with a distributed self-regioning
algorithm. Regions for P2P route discovery packet forwarding are selected based on the
regions in which the source and destination nodes reside. Although ER-RPL has better
performance than P2P-RPL in terms of overhead, it generates more overhead than LA-P2P-
RPL because of the larger forwarding area and less accurate node location information,
compared to LA-P2P-RPL.

As a solution to the high overhead problem found in the existing RPL-based P2P
routing algorithms in 3D environments, 3D geographic routing is an attractive option
because its greedy next-hop selection requires only a few routing packets in its route
discovery operation. Geographic routing algorithms usually comprise next-hop selection
and void (local minimum) handling steps. The next-hop selection step greedily selects a
locally optimal one-hop neighbor with positive advance as its next-hop forwarder. The
greedy routing (forwarding) next-hop selection strategy selects a one-hop neighbor that is
closest to the destination as its next forwarder. In the void handling step, void situations
are recovered for guaranteeing high route discovery reliability of the routing algorithm.
In 3D networks, void situations appear more often [7] and hence, a reliable void handling
technique suitable for 3D networks must be accompanied. To provide energy-efficient and
reliable 3D P2P routing functionality, we propose the GVA-P2P-RPL routing algorithm
based on the IETF’s P2P-RPL standard. GVA-P2P-RPL uses the greedy forwarding next-hop
selection strategy when it is possible. When a local minimum is encountered, P2P-DIO
messages are broadcast temporarily and locally. To shorten the route discovery time,
the ATT algorithm uses a smaller minimum trickle timer interval value than the standard
trickle algorithm. Additionally, the highest transmission priority is given to one-hop
neighbors closest to the destination. Location information of network nodes is acquired
from the proposed IR-UWB-based 3D multi-hop self-localization algorithm to enable the
geographic routing methodology. Table 1 compares the RPL-based P2P routing protocols
addressed in this section. GVA-P2P-RPL breaks from the convention of the RPL-based
protocols’ flooding strategy and exploits the greedy forwarding strategy, further reducing a
large portion of routing overheads.

Table 1. Comparison of RPL-based P2P routing protocols for LLNS.

Protocol Name Type Routing Strategy Overhead
P2P-RPL Reactive flooding whole network High
LA-P2P-RPL Reactive flooding restricted zone Medium

ER-RPL Proactive/Reactive flooding selected regions Medium
GVA-P2P-RPL Geographical greedy forwarding Low

3. Greedy Forwarding and Void Handling P2P-RPL with Adaptive Trickle Timer for
Indoor 3D IR-UWB Networks

In this section, we introduce the GVA-P2P-RPL, a reactive 3D geographic routing
protocol, which energy efficiently, reliably and quickly discovers P2P routes for indoor 3D
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IR-UWB networks. To obtain location information of nodes, IR-UWB ranging-based 3D
bounding-box algorithm and mobile node tracking scheme are used to estimate node posi-
tions. Using the estimated location information, GVA-P2P-RPL reduces routing overheads
by greedily forwarding (unicasting) P2P-DIOs as in Figure 1c instead of flooding (broad-
casting) them as shown in Figure 1a,b. In 3D environments, the local minimum problem
occurs more often than in 2D [7]. In the void handling procedure, P2P-DIO messages are
temporarily broadcast until the local minimum problem is overcome. After that, the greedy
forwarding strategy is used again. This switch between unicasting and broadcasting is
repeated until the destination is reached to cope with the local minima and ensure route dis-
covery success. Adaptive trickle timer (ATT) in 3D GVA-P2P-RPL is also proposed, which
uses a shorter minimum trickle timer interval I,,,;, parameter value. The ATT algorithm
adaptively shortens the listen-only periods by giving higher transmission priority to nodes
closer to the destination. As a result, the route discovery time is shortened, and collisions
among P2P-DIO message transmissions are better avoided.

(a) Network-wide flooding (P2P-RPL) (b) Partial flooding (PF-P2P-RPL) (c) Greedy forwarding (GVA-P2P-RPL)

Figure 1. Routing strategies of P2P-RPL, PF-P2P-RPL and GVA-P2P-RPL. In (a), P2P-RPL floods
P2P-DIO messages throughout the whole network. In (b), PF-P2P-RPL floods P2P-DIO messages
only to the nodes in the restricted flooding zone, which is determined by the source and destination’s
locations. In (c), GVA-P2P-RPL selects the closest neighbor node to the destination and forwards the
P2P-DIO message to that neighbor node.

3.1. IR-UWB Based 3D Multi-Hop Self Localization with Bounding-Box and Mobile
Tracking Scheme

To perform the greedy forwarding strategy, the location information of network nodes
is required. We propose a fully-distributed 3D multi-hop self localization algorithm as
shown in Figure 2. Every node participates in the 3D bounding-box algorithm, which
describes the statistically possible residing region of nodes as the B-box state [2,12,13].
By exchanging UWB ranging messages containing the nodes’ current B-box states and
ranging measurements between two nodes, these nodes update their previous B-box states
based on the ranging measurement result and the other node’s B-box state. In the 3D
mobile tracking scheme, mobile nodes also estimate their movement by constructing
the multi-sensor integrated localization (MSL) extended Kalman filter (EKF) [14] and
use it to update their B-box states. Using the inertial measurement unit (IMU) data,
the mobile nodes’ navigation states are predicted from the inertial navigation system (INS)
mechanism [15]. The obtained navigation states are used to construct the EKF system
model by applying the INS error model [16]. Then, magnetometer, mass-flow sensor,
and barometer data are calibrated and utilized in the heading and velocity updates in
the EKF [14]. After the navigation state estimates are updated, the B-box states of the
mobile nodes are updated and provided to static nodes through the UWB ranging message
exchange procedure. The presented IR-UWB-based 3D multi-hop self localization with
bounding-box and the mobile tracking scheme provides significant improvement of the
network’s overall positioning accuracy.
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Figure 2. IR-UWB-based 3D multi-hop self-positioning with bounding-box and mobile track-

ing scheme.

The overall 3D B-box determination process is illustrated in Figure 3. Node C’s B-box
state vector b is determined when receiving B-box information bp from another node B in
the ranging message exchange as follows:

be = [max(x%, ¥t — (dep +¢,))  min(x, x5 + (dep +er))
. b b
max(y?, yi” — (dcg +er)) min(y”, vy + (dep +er)) )
upb T

max(z¥t, W0 — (dcp +e;))  min(z¢ ,ngb + (dcg +er))]

where xg"h, y%"h, ZZCWZ’ are lower bounds of b and xép b, yép h, zép b are upper bounds of b,

dcp is the measured distance between C and B, and e, is the maximum ranging error value.
e, is set to 50 cm in this paper’s simulations, referring to the Decawave DW1000 module
ranging measurements [17].

®  Anchornode

O Non-anchor node

<+----» Ranging Communication

2(dcp + &)

s
dpc Her

2(dyp + er) +2(dpc +ey)

2(dyp-+-er)

Figure 3. 3D bounding-box determination process. Node B initializes its B-box state vector bp
after exchanging ranging message with node A. Node C initializes its B-box state vector b¢ after
exchanging ranging message with node D. Finally, b is updated after exchanging ranging message
with B and is depicted as the bold dashed lines.

Mobile nodes also update their B-box states based on the position estimation of the
mobile tracking scheme in addition to the previous B-box state update. Using the IMU data,
the INS mechanization [15] provides the mobile nodes’ navigation-state prediction. Apply-
ing the INS error model [16], the EKF system model is constructed as in [14]. Calibrating
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and utilizing the measurements of the magnetometer, mass-flow sensor and barometer,
the predicted INS heading and velocity states are updated in the MSL EKF [14]. The magne-
tometer data are utilized to compute the magnetometer heading and to build the heading
update model in the EKFE. Using the mass-flow sensor data, the velocity update in the
EKF is processed. For quality control (QC) of the velocity updates, the barometer data are
computed to detect height changes. After the heading and velocity updates, the MSL EKF
provides the mobile nodes’ position, velocity and heading solution. For more details of the
MSL EKE-based mobile tracking process, refer to Refs. [14,18,19].
Finally, using the position solutions of the MSL EKF, mobile node M’s B-box state
vector b, is updated at every mobile tracking period of interval T, as follows:
by = [xl%0 + x, — e, xﬁ(fb+xm+ep Yl 4y, —ep y}'/’fb+ym+ep 2
29 4z —e, 2 4z te,]”
Here, x%j{b, yé&’b, z%b are lower bounds of b, and x%b, yﬁ’b, zuMpb are upper bounds
of by, X, ym and z,, are the estimated position displacements between the current
interval and the previous interval computed from the MSL EKF position solution. e,
is the maximum statistical position error during one mobile tracking period, Ty;. In all
simulations, e, is set proportional to 30 cm for 1 s of Ty, according to the experimental
statistics of position errors presented in [14]. The updated B-box states of mobile nodes
improve static nodes’ positioning accuracy when UWB ranging messages exchange, further
enhancing the network’s overall estimated location resolution.

3.2. Greedy Forwarding and Void Handling Point-to-Point RPL in 3D Indoor Environments

In this subsection, we propose a reactive geographic routing protocol called GVA-
P2P-RPL for 3D environments, which improves the P2P-RPL [1] standard by forwarding
P2P-DIO messages in a greedy manner when it is possible to reduce the routing overheads.
To greedily choose the next hop, the location information acquired from the previous multi-
hop positioning system is utilized. When expanding the network simulation environments
from 2D to 3D, greedy forwarding techniques generally encounter local minimum or void
(routing hole) situations more often in which a packet cannot be forwarded to the next
closer hop to the destination. The internode connectivity is weakened as the network
topology is transformed from 2D to 3D [7]. Figure 4 illustrates that the void problem
occurs more often when the network dimensionality is expanded from 2D to 3D. Coverage
and connectivity adversities in 3D networks are further addressed and explained in [4].
To overcome the local minimum problem, GVA-P2P-RPL simply switches back to the
standard P2P-RPL’s flooding strategy until a neighbor node closer to the destination is
discovered. When recovered from the local minimum, GVA-P2P-RPL again greedily
forwards P2P-DIO messages. Adaptive trickle timer (ATT) in 3D GVA-P2P-RPL is also
newly presented to reduce the route discovery time and avoid collisions of P2P-DIO
messages. Since GVA-P2P-RPL has only a few nodes participating in the route discovery
process, contention among nodes is alleviated and redundant message suppression is less
necessary. Therefore, it is reasonable to use a smaller minimum trickle timer interval I,,,;;,
parameter value than the standard trickle algorithm. As closer nodes to the destination are
more probable of constructing the shortest path by intuition, ATT gives higher transmission
priority to those nodes by shortening their listen-only periods. The shortened listen-only
periods also provide better collision avoidance because the range of randomly selected
transmission time becomes wider [20].
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Destination

Destination

Figure 4. Void problem in 3D. As the dimension expands from 2D to 3D, internode connectivity
weakens and the void problem appears more often.

The general forwarding scheme of GVA-P2P-RPL is depicted in Figure 5. At first,
a node that has a P2P-DIO message to forward creates a neighbor node list that does
not contain any neighbor existing in the previously discovered routes to avoid the loop.
Then, it sets the next hop address as the closest neighbor node’s unicast address to the
destination when such a neighbor node exists as the solid arrows in Figure 5b,d,f. If not,
the forwarding node sets the next hop address as the broadcast address to recover from
the local minimum as the solid dashed arrows in Figure 5c,e. By repeating this process
from the source node to the destination node, reliable route discovery is completed and
several different routes may be found. The destination node records all the discovered
routes and chooses the best route among them according to the RPL objective function
set in the initial DODAG configuration as the solid arrow route in Figure 5g. The best
route is piggybacked in the P2P-DRO (P2P discovery reply object) [1] message and sent
backwards to the source. Upon receiving the P2P-DRO message, the source sends data
packets along the discovered route. Detailed next-hop selection and packet forwarding
algorithms of GVA-P2P-RPL are shown in Algorithm 1. In implementation, we modified
the route discovery option (RDO) [1] field, a RPL control message option defined for P2P-
DIO messages, by piggybacking the target’s location information to enable the greedy
forwarding operation.
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Figure 5. GVA-P2P-RPL. (a) The network node connectivity, where the gray nodes are void nodes that
have no neighbor node closer to the destination than themselves. From (b-g), P2P-DIO messages are
greedily forwarded when possible and locally broadcast when void nodes are encountered. The solid
arrows are greedily forwarded P2P-DIO messages, and solid dashed arrows are locally broadcast
P2P-DIO messages. (e) The final P2P route chosen by the destination as the solid arrows.

Algorithm 1: GVA-P2P-RPL.

// s = source node, d = destination node, ¢ = current node.

// Algorithm starts when s needs to discover route to 4.

begin

c+—s

while ¢ # d do

Define N(c) as the set of one-hop neighbors of c.

Define R(c) as the set of all nodes participating in discovered routes from s
toc.

Define d(uv) as the distance between nodes u and v.

Let 1 be the neighbor with the shortest distance to d out of (N(c) N R(C)E).
if d(nd) < d(cd) then
Send a unicast packet to n.

c—n
else
Send a broadcast packet to N(c).
c+— N(c)
end
end
end
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P2P-RPL uses the standard trickle timer algorithm [8] to effectively flood P2P-DIO
messages throughout the network. Because all network nodes participate in the route
discovery, P2P-RPL generally reaches the destination quickly. In GVA-P2P-RPL, only a
few nodes in the whole network participate in the route discovery, which reduces the
routing overheads but results in longer route discovery time. The purpose of the standard
trickle algorithm is to effectively suppress redundant message transmissions [21]. P2P-RPL
requires such a suppression mechanism to be strictly in action because all nodes participate
in the route discovery. In 3D environments, the number of participating nodes in P2P-RPL
increases as the dimensionality is expanded from 2D. Compared to P2P-RPL, GVA-P2P-
RPL significantly reduces redundant messages, especially when P2P-DIO messages are
greedily forwarded. In such cases, the suppression mechanism is unnecessary, as no
contention exists. Using this advantage, we present the adaptive trickle timer (ATT) in 3D
GVA-P2P-RPL, which uses a shorter minimum trickle timer interval I,,;, parameter value
by adaptively changing the listen-only periods to reduce the long route discovery time.
The DODAG configuration option [9] field, a RPL control message option that distributes
configuration information of the current DODAG, is modified to piggyback a halved
Lyin value in implementation. With ATT, GVA-P2P-RPL completes its route discovery
procedure much faster than P2P-RPL without the need for additional nodes. The shortened
listen-only periods provide better P2P-DIO message collision avoidance among one-hop
neighbors, too.

Figures 6 and 7 show how ATT shortens the route discovery time and provides
collision avoidance effects compared to P2P-RPL. P2P-RPL, using the standard trickle
algorithm, reaches the destination d when node nyg first transmits its P2P-DIO message
as shown in Figure 7. P2P-RPL more likely faces P2P-DIO message collisions as a large
number of nodes participate in contentions and listen-only periods are relatively long.
GVA-P2P-RPL, using the same standard trickle algorithm, reaches the destination also
when node nyg first transmits its P2P-DIO message as shown in Figure 8. The P2P-DIO
message transmission of node rn9 takes more time in the latter case because P2P-RPL utilizes
all network nodes in the route discovery process. Therefore, P2P-RPL has a far better chance
of propagating P2P-DIO messages earlier than GVA-P2P-RPL with the standard trickle
algorithm. To reduce such delays, GVA-P2P-RPL with ATT in Figure 9 has a shorter
Inin parameter value and adaptively shortens its listen-only periods, leading to a higher
probability of passing P2P-DIO messages earlier than before. All simulations and example
cases in this paper use a half-length I,,,;, value in ATT, compared to the standard trickle.
The detailed algorithm of ATT is shown in Algorithm 2. With this approach, GVA-P2P-RPL
reaches the destination when node ny first transmits its P2P-DIO message, and hence the
route discovery completes faster than P2P-RPL. Shortened listen-only periods also provide
a far better chance for randomly scheduled transmission times to be different, leading to
collision avoidance effects.



Electronics 2022, 11, 625

10 of 22

Algorithm 2: Adaptive trickle timer in 3D GVA-P2P-RPL.

// s = source node, d = destination node, ¢ = current node.

// I = current trickle interval, [,;;,, = minimum trickle interval.

// t = current time, f;, = scheduled P2P-DIO transmission time.

// k = redundancy constant, ¢y, = redundancy message counter.

// D(s, d) = set of nodes that joined the temporary GVA-P2P-RPL DODAG for

discovering route from s to d.
// Algorithm starts when a node joins D(s,d) upon receiving a P2P-DIO message
destined to itself.

begin
I' = Lpin
=1
while ¢ € D(s,d) and ¢ # d do

end

newlnterval:
t=0
Cty = 0
if received unicast packet then
if sending unicast packet then
‘ tix = Random(1/8,1)
else if sending broadcast packet then
‘ tix = Random(1/4,1)
else if received broadcast packet then
if sending unicast packet then
‘ tix = Random(1/4,1)
else if sending broadcast packet then
| tix = Random(1/2,1)
while ¢ # t;, do
if received consistent message then
‘ Ctr = cr +1
else if received inconsistent message then
I'= Iin
go to newInterval.

end
if ¢,y < kor I = I, then
‘ Transmit P2P-DIO message.
end
while t # [ do
if received inconsistent message then
I' = Lin
go to newInterval.
end
end
if I # Iyqx then
| I=2I
end

end
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(@) (b)

Figure 6. Example of P2P route discovery case for explanation of adaptive trickle timer operation.
(a) The network node deployment and node connectivity. Nodes s and d are the source and desti-
nation, respectively. The solid arrows in (b) construct the route first discovered by both P2P-RPL
and GVA-P2P-RPL.

Listen-only period | DIO ission || DIO suppression  § DIO collision
) Imin 2lmin
do | n |
Imin 2lmin
n I I
ny | |
ns | [
Imin 2lmin
Ns E H
"6 | [
Imin 2min
n7 L L
Imin 2lmin
n E L
Inin 2nin
n 1 [
N1 I I
Imin 2lmin
ns L | |

Figure 7. Standard trickle timer in 3D P2P-RPL.

Listen-only period I DIO transmission ” DIO suppression

Imin 2lmin

Imin 2lmin

n,

)

Figure 8. Standard trickle timer in 3D GVA-P2P-RPL.
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Listen-only period I DIO transmission ” DIO suppression

Imin 2Umin
Ll | |
Figure 9. Adaptive trickle timer in 3D GVA-P2P-RPL.

g

To demonstrate how ATT works when four nodes within transmission range of each
other compete for P2P-DIO transmission, another example P2P route discovery case of
Figure 10 is shown. Nodes 75, 16, ny and ng join P2P-RPL DODAG at similar times as
depicted in the timings of Figure 11. n5 and n¢ receive the broadcast P2P-DIO message
from ny4. Each of n7 and ng receives a unicast P2P-DIO message from n, and 13, respectively.
ns and ny have no neighbor closer to d, and therefore schedule a broadcast P2P-DIO
message. 1 and ng have a neighbor closer to d and therefore schedule a unicast P2P-
DIO message to ng and nyp, each, respectively. In such a case, ATT gives the highest
transmission priority to ng by shortening the listen-only period of ng the most. ng and ny
are given the next highest transmission priority, and their listen-only periods are shortened
according to priority values. For 15, its listen-only period is unchanged, granting the lowest
transmission priority. As a result, ATT propagates P2P-DIO messages faster through node
ng and reaches the destination d earlier than when the standard trickle algorithm is used,
while the discovered route s-n3-ng-njg-d still achieves the shortest hop count.

Greedy forwarding (unicast) ——

Flooding (broadcast) =« >

(2) (b)

Figure 10. Example of P2P route discovery case for explanation of adaptive listen-only periods
operation in adaptive trickle timer. (a) The network node deployment and node connectivity. Nodes s
and d are the source and destination, respectively. Nodes s, n4, 115 and ny are void nodes. (b) P2P-DIO
messages are greedily forwarded through the solid arrows and flooded through the dashed arrows.
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Listen-only period I DIO transmission ” DIO suppression

Imin 2lmin
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m 1 [
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Imin 2lmin

Imin 2lmin
| | L

Figure 11. Adaptive listen-only periods for adaptive trickle timer in 3D GVA-P2P-RPL.

10

4. Performance Evaluation

The performance results of the cooperative multi-hop self-positioning system and
the GVA-P2P-RPL protocol in 3D IR-UWB networks are evaluated. Both experiments are
simulated by configuring the radio characteristics of Decawave’s DW1000 UWB radio
chip [22], which follows the IEEE 802.15.4 standard [23,24]. To apply real UWB device’s
network delay characteristics in the routing simulations, we calculated transmission delays
of the P2P-DIO message and P2P-DRO message according to the model of the UWB frame
transmission time (Figure 12) in the configured UWB parameter setting (Table 2). According
to the model, a P2P-DIO message of 66 bytes payload requires PPDU (PHY protocol data
unit) frame transmission delay of 276.7 us and a P2P-DRO message of 38 bytes requires a
PPDU frame transmission delay of 233.6 us. To validate the PPDU frame transmission delay
calculation results of the model, a testbed experiment with Decawave DW1000 modules
was conducted, where we measured the end-to-end network delay for hop lengths varying
from 1 to 4 between the source node and the destination node. As a result, an average one-
hop network delay of 259.3 us was obtained. Since the average of the calculated P2P-DIO
message and P2P-DRO message transmission delay is 255.2 us, the average of the sum
of the one-hop processing delay, queuing delay and propagation delay is approximately
4.1 us.

Table 2. UWB parameter setting.

Parameter Value
UWB Channel Number 5
Center Frequency 6489.6 MHz
Band 6240-6739.2 MHz
Bandwidth 499.2 MHz
Pulse Repetition Frequency (PRF) 16 MHz
Data Rate 6.81 Mbps
Number of symbols in the preamble 128
Transmission time of the Synchronization Header (SHR) (Tsgr) 135.13 us
Transmission time of the PHY Header (PHR) (TpyR) 21.54 us

Data symbol duration (Tysy,) 128.21 ns
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8 - npspy
Tsyr Trur Tpspy (Mpspy) = <8 *Npgpy +48 - [ 330 ] * Tasym

Synchronization Header (SHR) | PHY Header (PHR) PHY Service Data Unit (PSDU)

Tpppu = Tsur + Tpur + Tespu (Mespu)

Figure 12. IEEE802.15.4 UWB PHY protocol data unit (PPDU) structure and transmission timing
model. The transmission time of PPDU Tpppy; is the sum of Tsyr, Tpyr and Tpspu (npspu)- pspu
is the number of bytes in the PSDU. The transmission time of PSDU Tpsp; (npspyy) is a function of
npspy Where the Reed-Solomon encoding adds 48 bits to every block of 330 bits or less as shown.

The self-positioning simulation is implemented and conducted on Java. For routing
performance evaluation, the route discovery success ratio, routing overheads, route discov-
ery time and hop count are selected as the main routing performance metrics. The route
discovery success ratio result shows the reliable routing ability of the proposed algorithm in
both void-free and void-apparent networks. The low routing overhead result is presented
to prove the high energy efficiency for operations. The low route discovery time is observed,
which shows the fast routing ability in real-time implementations. The proposed algorithm
achieves a slightly higher hop count than the other compared routing protocols, which
indicates that it can still discover near-optimal routes with much low routing overheads.
P2P-RPL, PF-P2P-RPL and ER-RPL results are compared to prove the strengths of the
proposed GVA-P2P-RPL routing algorithm against the state-of-the-art RPL-based P2P rout-
ing methods. The routing simulations are implemented on the Cooja network simulator
on the Contiki operating system platform [25]. P2P-RPL simulation is conducted on the
P2P-RPL standard implementation [26] which is a modified version of the ContikiRPL [25]
library. PF-P2P-RPL, ER-RPL and GVA-P2P-RPL simulations are conducted by modifying
the P2P-RPL standard implementation.

4.1. IR-UWB Based 3D Multi-Hop Self Localization with Bounding-Box and Mobile
Tracking Scheme

The positioning error simulation result of the proposed IR-UWB based 3D multi-hop
self-positioning system is shown in Figure 13 in a CDF form. One hundred simulation runs
are conducted for three different numbers of static node cases: 100, 125, and 150. The static
nodes are deployed in a grid pattern with (£5 m, 5 m, £5 m) randomness. The network
sizeis 75 m x 75 m X 75 m, the same as the routing simulation environment configuration.
Eight mobile nodes move around the network. The maximum ranging error value e,
is set to 50 cm according to the Decawave DW1000 module ranging measurements [17].
The maximum mobile tracking error value e), is set to 30 cm/s, referring to the experimental
statistics of the position errors presented in [14]. The average positioning error values
for three cases are 162 cm, 151 cm, and 143 cm, respectively. In a simulation where no
mobile nodes are deployed, the positioning error result of 2791 cm was acquired in the case
of 125 static nodes. With the mobile nodes, roaming around the network to provide the
static nodes with their real-time B-box states and ranging measurements, the positioning
results are significantly improved, compared to the case where no mobile nodes participate.
In all routing simulations, the acquired statistical positioning error information of the
125 static nodes case is used for each node location estimation and the greedy next-hop
selection procedure.
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Positioning Error (cm)
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Figure 13. Positioning error (cm).

4.2. Greedy Forwarding and Void Handling Point-to-Point RPL in 3D Indoor Environments

For routing simulations, 10 simulation runs are conducted for 125 nodes and 98 nodes
with void, where each run has 235 different P2P traffic cases. All routing simulation
parameter settings are listed in Table 3.

Table 3. Parameter setting for our routing simulation.

Parameter Value
Radio environment UDGM with distance loss
Communication Range 20m
Transmission success ratio 100%
Reception success ratio (%) 90%
Network size 75m X 75m x 75m
Number of nodes 125, 98 with void
Node deployment grid with (£5 m, £5 m, +5 m) randomness
P2P-RPL DAG lifetime 16s
P2P-DRO wait time 1s
P2P-RPL mode of operation Non-storing mode
Objective function MRHOF
Routing metric ETX
Lyin 2% ms, 2° ms
Lyax 22 ms
Redundancy constant (k) 1 (except when I = I,,;)
Transmitter electronics (ETx_ejec) 33.97 nJ /bit
Transmitter amplifier (€4mp) 6 pJ/bit/ m?
Receiver electronics (Egx—ezec) 14.56 n] /bit

Routing performance is evaluated for the following six different performance metrics:

1. Route discovery success ratio is the average ratio of the number of successful P2P
route discovery attempts to that of the total P2P route discovery attempts.

2. Number of DIO’s sent is the average number of P2P-DIO messages sent by network
nodes during the route discovery process.

3. Number of DIO’s received is the average number of P2P-DIO messages received by
network nodes during the route discovery process.
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4. Energy consumption is the average energy consumed during the whole route discov-
ery interval, which is calculated according to the radio model parameters addressed
in Table 2.

5. Hop count is the average path length of discovered routes.

6. The route discovery time is the average time passed from the route discovery ini-
tialization of the source node to the first receipt of any P2P-DIO message at the
destination node.

4.2.1. 125 Node Grid Deployment in 75 m x 75 m x 75 m Network Configuration

Figure 14 depicts the network node deployment of 125 nodes. Nodes are located in a
grid pattern with (£5 m, +5 m, £5 m) of randomness.

Figure 14. 75 m x 75 m X 75 m 125 nodes grid deployment.

Figure 15 shows the result of the route discovery success ratio. P2P-RPL, PF-P2P-RPL,
ER-RPL, GVA-P2P-RPL, and greedy forwarding have about 99.7%, 99.3%, 99.5%, 99.3%,
and 91.9% of the route discovery success ratio, respectively. Since the local minima led to
routing failures, the greedy forwarding case achieved a 7.4% lower route discovery success
ratio than GVA-P2P-RPL. This result shows that the recovery mode of GVA-P2P-RPL locally
broadcasts P2P-DIO messages when void nodes are encountered. The proposed GVA-P2P-
RPL protocol is as reliable as P2P-RPL in route discovery for 3D environments where local
minimum problems are observed more often than for 2D.

Figure 16 shows the results of the number of P2P-DIO messages sent and number
of P2P-DIO messages received. As shown, the routing overhead result of GVA-P2P-RPL
outperforms that of P2P-RPL, PF-P2P-RPL and ER-RPL. GVA-P2P-RPL reduces about
94.5%, 87.1% and 92.4% of the number of DIOs sent, compared to P2P-RPL, PF-P2P-RPL
and ER-RPL, respectively, and about 98.9%, 97.7% and 98.7% of the number of DIOs
received, compared to P2P-RPL, PF-P2P-RPL and ER-RPL, respectively.

Figure 17 shows the result of energy consumption and hop count. In the same sense
as the overall routing overheads of GVA-P2P-RPL being reduced compared to those of
P2P-RPL, PF-P2P-RPL and ER-RPL, the energy consumption results of GVA-P2P-RPL
are also significantly reduced. GVA-P2P-RPL reduces about 97.5%, 94.6% and 96.8% of
the energy consumption compared to P2P-RPL, PF-P2P-RPL and ER-RPL, respectively.
The average hop count of GVA-P2P-RPL is about 0.198 hops longer than that of P2P-RPL,
about 0.216 hops longer than that of PF-P2P-RPL and about 0.207 hops longer than that
of ER-RPL. GVA-P2P-RPL greedily selects the closest neighbor node to the destination
whenever greedy forwarding is possible, and it is possible that other neighbor nodes that
may construct shorter routes are not selected. Such cases occur when P2P route discovery
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encounters the local minimum. As a result, GVA-P2P-RPL leads to a slightly higher hop
count value of the discovered route than P2P-RPL, PF-P2P-RPL and ER-RPL.

Route discovery success ratio

1
0.9 809 (.9 957 0.9 383 0.9 489
0.95
0.9 0.9 404
0.85
0.8
0.75
0.7

P2P-RPL PF-P2P-RPL ER-RPL GVA-P2P-RPL Greedy
Forwarding

Figure 15. Route discovery success ratio.
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P2P-RPL PF-P2P-RPL ER-RPL GVA-P2P-RPL P2P-RPL PF-P2P-RPL ER-RPL GVA-P2P-RPL

Figure 16. Number of DIOs sent and number of DIOs received.
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P2P-RPL PF-P2P-RPL ER-RPL GVA-P2P-RPL P2P-RPL PF-P2P-RPL ER-RPL GVA-P2P-RPL

Figure 17. Energy consumption (m]) and hop count.

Figure 18 shows the result of the route discovery time. The average route discovery
time of GVA-P2P-RPL with the adaptive trickle timer (ATT) is about 39.9% less than that of
P2P-RPL, about 41.0% less than that of PF-P2P-RPL, about 40.5% less than that of ER-RPL,
and about 54.8% less than that of GVA-P2P-RPL with the standard trickle algorithm. As the
trickle algorithm is used in the routing simulations unlike the previous end-to-end network
delay measurement experiment, the route discovery time results are in the range of 100 to
250 ms, which is much longer than the average network delay result of 259.3 us. With the
standard trickle algorithm, P2P-RPL, PF-P2P-RPL and ER-RPL outperform GVA-P2P-RPL.
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That is, more nodes participating in route discovery procedure leads to a higher probability
of scheduling an earlier P2P-DIO message transmission time in P2P-RPL, PE-P2P-RPL and
ER-RPL. ATT uses 2° ms as its I, parameter value, while the standard trickle algorithm
uses 2% ms. ATT also gives higher transmission priority to nodes closer to the destination by
setting these nodes’ listen-only periods to be shorter. As explained in the previous section,
these two parameter value changes are reasonable since GVA-P2P-RPL has far fewer nodes
participating in the route discovery procedure and fewer contentions among the one-hop
neighbor nodes. As a result, the shorter route discovery time is achieved compared to
P2P-RPL, PF-P2P-RPL and ER-RPL.

Route discovery time (ms)

300
250
245 664
200
185 823 188 164 186 494
150
100 111 331
50
0
P2P-RPL PF-P2P-RPL ER-RPL GVA-P2P-RPL  GVA-P2P-RPL
w/ Standard

Trickle Timer

Figure 18. Route discovery time (ms).

4.2.2. 98 Node Grid Deployment with Void Areain75m X 75m x 75m
Network Configuration

Figure 19 shows the network node deployment of 98 nodes with a large void area
depicted as the cuboid where no node resides inside. This deployment is different from the
previous 125 nodes grid deployment in that 27 nodes that are not near the floor, walls and
ceiling are not available for route discovery. This special simulation case with the big void
cuboid is presented to demonstrate how well the proposed GVA-P2P-RPL recovers from
the local minima by locally broadcasting P2P-DIO messages when the local minimum is
encountered in real-life 3D environments.

Figure 20 shows the result of the route discovery success ratio. P2P-RPL, PF-P2P-RPL,
ER-RPL, GVA-P2P-RPL, and greedy forwarding have about 99.7%, 98.0%, 98.8%, 99.4%,
and 79.4% of the success ratio, respectively. As the void cuboid is inserted into the network
deployment, the local minima occur more often, and thus the greedy forwarding case
achieved 20.0% lower route discovery success ratio compared to GVA-P2P-RPL. Even with
the big void cuboid, GVA-P2P-RPL achieved route discovery success ratio almost as high
as P2P-RPL.

Figure 21 shows the results of the number of P2P-DIO messages sent and the number
of P2P-DIO messages received. As shown, the routing overhead result of GVA-P2P-RPL still
outperforms that of P2P-RPL, PF-P2P-RPL and ER-RPL in the presence of the void cuboid.
GVA-P2P-RPL reduces about 90.5%, 75.4% and 83.6% of the number of DIOs sent, compared
to P2P-RPL, PF-P2P-RPL and ER-RPL, respectively, and about 97.5%, 93.6% and 95.7% of
the number of DIOs received, compared to P2P-RPL, PF-P2P-RPL and ER-RPL, respectively.
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Figure 19. 75 m x 75 m X 75 m 98 nodes grid deployment with void.
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Figure 20. Route discovery success ratio.

Number of DIO's sent Number of DIO's received

1000
200 23 91 10: 83
800
150
15 28 600 68! 53
100 400
* 38 55 200 4373106383
0 L e

P2P-RPL PF-P2P-RPL ER-RPL GVA-P2P-RPL P2P-RPL PF-P2P-RPL ER-RPL GVA-P2P-RPL

Figure 21. Number of DIOs sent and number of DIOs received.

Figure 22 shows the results of the energy consumption and hop count in the presence
of the void cuboid. The energy consumption results of GVA-P2P-RPL are also greatly
reduced to be the same as the routing overhead results. GVA-P2P-RPL reduces about
94.9%, 87.0% and 91.3% of the energy consumption compared to P2P-RPL, PF-P2P-RPL
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and ER-RPL, respectively. The average hop count of GVA-P2P-RPL is about 0.335 hops
longer than that of P2P-RPL, about 0.268 hops longer than that of PF-P2P-RPL and about
0.301 hops longer than that of ER-RPL. Since GVA-P2P-RPL may construct longer routes
when void situations are encountered, GVA-P2P-RPL produced a slightly higher hop count
value than the previous deployment of 125 nodes without void.

Energy consumption (mJ) Hop count
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47 09
4.6} 33

10 12, 36 46 456 56
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16 73
0 - 2

P2P-RPL PF-P2P-RPL ER-RPL GVA-P2P-RPL P2P-RPL PF-P2P-RPL ER-RPL GVA-P2P-RPL

Figure 22. Energy consumption (m]) and hop count.

Figure 23 shows the result of the route discovery time. The average route discovery
time of GVA-P2P-RPL with the adaptive trickle timer (ATT) is about 40.1% less than that
of P2P-RPL, about 42.0% less than that of PF-P2P-RPL, about 41.1% less than that of ER-
RPL, and about 53.7% less than that of GVA-P2P-RPL with the standard trickle algorithm.
The insertion of the big void cuboid did not lead to degradation of the route discovery time
compared to the previous deployment of 125 nodes without a void area.

Route discovery time (ms)
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Figure 23. Route discovery time (ms).

5. Conclusions

In this paper, we present the GVA-P2P-RPL which significantly improves the P2P-RPL
standard’s energy efficiency and route discovery time in 3D indoor LLNs environments.
Based on the idea of benefiting from both the P2P-RPL’s high reliability in real-life im-
plementation and geographic routing’s high energy efficiency in intuitive simple routing
operation, GVA-P2P-RPL shows the high performance of reducing the huge routing over-
heads, keeping the high level of route discovery capability, and decreasing the route
discovery time in both void-free and void-apparent 3D indoor IR-UWB-based multi-hop
LLNs environments. The proposed ATT algorithm enabled faster route discovery by us-
ing a smaller minimum trickle timer interval value and adaptively shortening the nodes’
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listen-only periods. Accurate location information is provided to nodes with the presented
3D multi-hop self-positioning scheme in advance of the greedy forwarding procedure.
The simulation results for GVA-P2P-RPL show significantly improved performance eval-
uations, compared with P2P-RPL, PF-P2P-RPL and ER-RPL in terms of low overhead,
high route discovery success rate and short route discovery time in real-life 3D indoor
environments. In a void-apparent network scenario, GVA-P2P-RPL’s energy consumption
from transmitting and receiving P2P-DIO messages is reduced about 91.3% compared to
ER-RPL, the state-of-the-art RPL-based P2P routing protocol. The 99.4% route discovery
success ratio of GVA-P2P-RPL is only 0.3% lower than the 99.7% of P2P-RPL, which proves
GVA-P2P-RPL’s high reliability in the routing procedure. The route discovery time of
GVA-P2P-RPL is about 41.1% shorter than that of ER-RPL, which shows its fast routing
ability in real-time implementation. As future work, we aim to improve our current work
by developing it into a context-based routing protocol, using the “Context Histories” and
“Context Prediction” concepts [27-30]. A context-based application utilizes any relevant
information that describes its surrounding environment and circumstances, and adapts its
behavior to changes in that relevant information. GVA-P2P-RPL only uses the geographical
location information of nodes in its routing decisions. In future, we plan to observe and
analyze the information of more varied contexts, such as the mobility of nodes, remaining
battery power, and behavior of users, which are collected from the past to the present for
the provision of better routing decisions.
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