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Abstract: High-quality images have an important effect on high-level tasks. However, due to human
factors and camera hardware, digital devices collect low-resolution images. Deep networks can
effectively restore these damaged images via their strong learning abilities. However, most of these
networks depended on deeper architectures to enhance clarities of predicted images, where single
features cannot deal well with complex screens. In this paper, we propose a dual super-resolution
CNN (DSRCNN) to obtain high-quality images. DSRCNN relies on two sub-networks to extract
complementary low-frequency features to enhance the learning ability of the SR network. To prevent
a long-term dependency problem, a combination of convolutions and residual learning operation is
embedded into dual sub-networks. To prevent information loss of an original image, an enhanced
block is used to gather original information and obtained high-frequency information of a deeper
layer via sub-pixel convolutions. To obtain more high-frequency features, a feature learning block
is used to learn more details of high-frequency information. The proposed method is very suitable
for complex scenes for image resolution. Experimental results show that the proposed DSRCNN is
superior to other popular in SR networks. For instance, our DSRCNN has obtained improvement of
0.08 dB than that of MemNet on Set5 for ×3.

Keywords: dual networks; enhanced CNN; fine learning block; image super-resolution

1. Introduction

Due to effects of human factor and camera hardware, captured images often are
not clear. To overcome these challenges, single super-resolution (SISR) techniques are
presented [1]. For instance, priori knowledge is used to guide the SR model [2] Zha et al. [3]
embedded a sparse idea into dictionary learning to repair high-quality images. To obtain
richer information, Zhang et al. [4] combined non-local and local priors to achieve a
non-local mean SR model with steering kernel regression. Zhang et al. [5] used a Monte
Carlo-based Markov chain to train an SR model for improving visual effects. There are
other popular SR methods, i.e., random forest [6], gradient profile [2], and regression [7].
Although these methods can repair low-resolution images well, they are faced with two
challenges as follows:

(1) They referred to complex optimization methods to mine more detailed information
for promoting super-resolutions of repaired images.

(2) They reply on manually chosen parameters to promote visual effects of predicted
images.
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To handle these problems, convolutional neural networks (CNNs) with strong self-
learning abilities composed of common components are developed [8,9]. For instance,
Dong et al. [10] designed a shallow architecture via pixel mapping operations to automat-
ically obtaining clearer images rather than manual setting parameters. To pursue more
perfect restoration effects, residual learning techniques and concatenation operations are
applied in image restoration [11]. Tai et al. [12] used two different residual operations to
fuse obtained local features to improve the learning ability of CNN in SISR. Kim et al. [13]
used residual learning operations to gather hierarchical features for the final layer in order
to enhance the robustness of obtained features in SISR. Although these methods have
obtained remarkable results in SISR, they upsampled given low-resolution images as inputs
of CNNs, which can increase computational cost [14]. To solve this problem, an upsampling
operation set in the final layer of CNN is developed [15]. For instance, Dong et al. [14]
set a deconvolution operation as the final layer to reduce the complexity of the whole SR
network. To improve the SR performance, Zhang et al. [16] enlarged the depth of SR net-
work and repeatedly used concatenation operations to facilitate obtained features in SISR.
Although these methods perform well in SR, they may depend on deeper architectures
to extract more accurate features in promoting SR performance, which may have higher
requirements on hardware devices. In addition, obtained features from single architecture
may not fully deal with complex screens.

In this paper, we propose a dual super-resolution CNN (DSRCNN) via three blocks
(i.e., two sub-network enhanced block (TSEB), enhanced block (EB), and feature learn-
ing block (FLB) to obtain high-quality images. TSEB used two sub-networks to extract
complementary low-frequency features to enhance the learning ability of SR networks.
To prevent a long-term dependency problem, a combination of convolutions and residual
learning operation is embedded into dual sub-networks. To prevent information loss
of an original image, an enhanced block is used to gather original information and ob-
tain high-frequency information of deeper layers via sub-pixel convolutions. To obtain
more high-frequency features, a feature learning block is used to learn more details of
high-frequency information.

The main contributions of the proposed DSRCNN are as follows:

(1) DSRCNN uses two sub-networks to extract complementary features to enhance the
learning ability of an SR model, which is very suitable to complex screens. The multi-
ple combinations of residual learning operation, convolutional layer, and ReLU are
embedded into two sub-networks to enhance the memory abilities of shallow layers
to deep layers and extract more accurate information as well as a large amount of
information of dual networks in SISR.

(2) Combining low-frequency and high-frequency features to train a robust SR model.

The remainder of this paper is as follows: Section 2 gives the related work; Section 3
describes the proposed method; Section 4 shows experiments; and Section 5 presents
the conclusions.

2. Related Work
2.1. Deep CNNs for Image Super-Resolution

Big data and strong hardware devices, i.e., a graphic processing unit (GPU), contribute
the success of CNNs in image applications, i.e., image super-resolution [17]. These SR
methods can be summarized as two kinds: upsampling low-resolution image-based CNNs
and upsampling obtained low-frequency feature-based CNNs. The first method requires
that input and output images have the same sizes. That is, they used upsampling op-
erations to amplify low-resolution images as inputs of CNN to predict super-resolution
images. Inspired by that, a deep network with a sparse coding algorithm was used to
improve the SR execution speed and performance [18]. Kim et al. [19] combined a deeper
architecture and residual learning operation to extract more accurate structure information
in SR. Alternatively, Mao et al. [20] utilized skip connections to construct a symmetrical
architecture to enhance the learning ability of designed CNN in SR. Although these meth-
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ods were very effective in image super-resolution, they are still faced with big complexity.
To address this issue, the second method is developed. The second method directly puts
the given low-resolution images as inputs of CNNs and uses upsampling operations at
deep layers to amplify obtained low-frequency features to obtain high-frequency features
for constructing high-quality images. Motived by that, scholars conducted a lot of SR meth-
ods [21]. For instance, Tian et al. [22], respectively, enhanced low-frequency features and
high-frequency features to achieve a robust SR model. Ahn et al. [22] combined residual
blocks and smaller kernels to make a trade-off between SR performance and execution
speed. In addition, Tian et al. [15] found local key features to obtain richer features in a
horizontal and vertical way for promoting visual effects. Chen et al. [23] conducted an
efficient network via multi-scale ideas. Geng et al. [24] used the combination of Shearlet
and residual network to extract more accurate information in SISR. Nathan et al. [25] used
the combination of attention ideas and multi-scale to improve the performance of SISR.
According to mentioned illustrations, we can see that upsampling obtained low-frequency
feature-based CNNs are popular in SISR. Thus, we use this idea in this paper.

2.2. Fusion of Multiple CNNs for Image Restoration

Some SR methods used a single network architecture to extract representative infor-
mation to construct high-quality images. However, obtained features may be affected
by different screens, which are not beneficial to complex screens. To address this issue,
fusion multiple CNNs are employed in image restoration [26]. Tian et al. [27] utilized two
different sub-networks to extract different features to enlarge differences of the CNN for
promoting denoising effects. Pan et al. [28] used dual CNN to extract a different structure
and detailed information in image restoration. Tian et al. [29] fused a signal processing
idea, a sparse method into dual CNNs to remove the noise. Xin et al. [30] proposed a dual
recursive network with a wavelet idea to predict high-quality images. Inspired by that, we
also choose the fusion of multiple CNNs in SISR.

2.3. Peak Signal-to-Noise Ratio (PSNR)

Given a clean image I and noise image K with size MXN, MSE is defined as [27]:

MSE =
1

mn

m−1

∑
i=0

n−1

∑
j=0

[I(i, j)− K(i, j)]2 (1)

Then, PSNR(dB) is defined as [27]:

PSNR = 10 · log10

(
MAX2

I
MSE

)
(2)

2.4. Structural SIMilarity (SSIM)

The SSIM formula is based on three comparative measures between samples X and Y:
luminance, contrast, and structure [27].

l(x, y) =
2µxµy + c1

µ2
x + µ2

y + c1
(3)

l(x, y) =
2µxµy + c1

µ2
x + µ2

y + c1
(4)

c(x, y) =
2σxσy + c2

σ2
x + σ2

y + c2
(5)

Usually, take c3 = c2/2. µxis the mean of x. µy is the mean of y. σ2
x is the variance

of x. σ2
y is the variance of y. σ2

x is the covariance of x and y. c1 = (k1L)2, c2 = (k2L)2
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are two constants, avoiding division by zero. L is the range of pixel values, 2B − 1. c1 =

(k1L)2, c2 = (k2L)2 default value [27]:

SSIM(x, y) =
[
l(x, y)α · c(x, y)β · s(x, y)γ

]
(6)

Setting α, β, γto 1, you can obtain [27]:

SSIM(x, y) =

(
2µxµy + c1

)(
2σxy + c2

)(
µ2

x + µ2
y + c1

)(
σ2

x + σ2
y + c2

) (7)

In each calculation, a window of N×N is taken from the picture, and then the window
is continuously sliding for calculation, and finally the average value is taken as the global
SSIM [27].

3. The Proposed Method

The proposed DSRCNN is given in Figure 1. DSRCNN contains TSEB, EB, and FLB.
TSEB depended on two sub-networks to extract complementary low-frequency features to
improve the SR performance of DSRCNN. Specifically, the simultaneous use of convolutions
and residual learning operation are used to enhance the effects of hierarchical features
to prevent a long-term dependency problem. To prevent information loss of the given
low-resolution image, EB employs a residual operation and sub-pixel convolutions to
gather obtained different high-frequency features. FLB used several stacked convolutions
to refine high-frequency features for obtaining more accurate high-frequency features in
SISR. More information can be shown as follows.

3.1. Network Architecture

The proposed 23-layer DSRCNN consists of TSEB, EB, and FLB. The 17-layer TSEB uti-
lizes dual CNNs to obtain complementary low-frequency information to promote learning
ability of an SR model. In addition, using residual learning technique to fuse local hierar-
chical features in the TSEB can maintain memory ability of shallow layers for SISR. Then,
EB fuses features of two different paths via a residual operation and sub-pixel convolutions
to prevent information loss of given low-resolution image. Finally, FLB is used to refine
high-frequency information to better represent predicted high-quality images. To clearer
express the process above, the following symbols are defined. Let ILR and ISR be defined as
the given LR image and predicted SR image. fTSEB , fEB and fFLB are functions of TSEB, EB,
and FLB, respectively. The execution process of the DSRCNN can be expressed as follows:

ISR = fFLB( fEB( fTSEB(ILR)))

= fDSRCNN(ILR)
(8)

where fDSRCNN stands for the function of DSRCNN. In addition, DSRCNN relies on the
following loss function to find optimal parameters.

3.2. Loss Function

The mean squared error (MSE) [31] is used to test the difference between a real high-
quality image and predicted SR image for finding optimal parameters. The MSE value is
computed via a training pair of {Ik

LR, Ik
HR}N

(k=1), where ILRk and IHRk express the k-th given
low-resolution image and high-resolution image, respectively. In addition, N is the total of
training samples. In addition, we minimize the loss function to train DSRCNN as follows:

l(p) =
1

2N

N

∑
(k=1)

‖ fDSRCNN(Ik
LR − Ik

HR)‖
2

(9)
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where l stands for loss function, and p is used to represent the parameter set of training
a DSRCNN.

Figure 1. Network architecture of the proposed DSRCNN.

3.3. Two Sub-Network Enhanced Block

According to previous illustrations, it is known that obtained features of single archi-
tecture cannot fully deal with complex screens. In this paper, a two sub-network enhanced
block is used to overcome this phenomenon. The two sub-network enhanced block consists
of two phases. The first phase fuses two sub-networks via a concatenation operation to
extract robust low-frequency features in SISR, where a concatenation operation is shown
as Figure 2. The second phase is used to gather local hierarchical information to enhance
the memory ability of shallow layers for improving the SR effect. Each sub-network from
two phases is composed of 17 combinations of convolution and Rectified Linear Unit
(ReLU) [32], and a single convolution layer. In addition, input and output channels of the
first convolutional layer in each sub-network are 3 and 64. Input and output channels from
2nd to 16th convolutional layers are 64. Two sub-networks are fused via a concatenation
operation at the end of the 16th convolutional layer. Thus, the input channel of the 17th
convolutional layer is 128. To flexibility operate the convolution layer, the output channel of
the 17th convolutional layer is 64. The input and output channels of the 18th convolutional
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layer are 128 and 64. In addition, kernel sizes of all convolutions are 3× 3. The mentioned
process can be explained via the following Equation (10).

OTSEB = fTSEB(ILR)

= (Cat(O(TSEB1)
, O(TSEB2))

)
(10)

where OTSEB1 and OTSEB2 express the outputs of two sub-networks. Cat denotes a concate-
nation operation as well as operation in Figures 1 and 2. OTSEB stands for output of TSEB.
More detailed information of two sub-networks can be shown in the second phase of TSEB.
The second phase repeatedly uses a combination of residual operation and convolutions
to enhance the effect of local hierarchical information for improving SR effects. That is,
obtained features of odd convolutional layers from the 1st layer to the 17th layer can
be gathered via residual operations to enhance robustness of obtained features for SISR.
According to Figure 1 and illustrations above, the second phase in two sub-networks can
be shown as follows:

O(TSEBk)
= R(OL1 + OL3 + OL5 + OL7 + OLi . . . + O17) (11)

where O(TSEBk)
denotes the output of the kth each sub-network, and OLi is the output of the

ith convolution layer, where i = 2, . . . , 17. OL1 = R(C(ILR)) and OLi = C(O(Li−1)), where
R denotes the function of ReLU. In addition, Oj = R(C(O(j−1))), where j = 2, 4, 6, 8, . . . , 16.
In addition, the output TSEB acts an enhanced block as follows.

Figure 2. Sketch figure of concatenation operation.

3.4. Enhanced Block

A one-layer enhanced block is used to fuse information of an original image and
obtained information from a deeper layer. This is implemented via the following steps.
The first step obtains the information of the original image and a deeper layer, respectively.
That is, we use sub-pixel operation to respectively amplify obtained features of the TSEB
and the first layer of the below sub-network in Figure 1 as follows:

O(EBs) = Subp(R(OL1)) (12)

O(EBd)
= Subp(OTSEB) (13)

where O(EBs) and O(EBd)
are obtained high-frequency features of shallow and deep layers,

respectively. Subp denotes sub-pixel convolutional techniques, which is expressed as
Subpixel Conv in Figure 1. In addition, the sub-pixel convolution consists of convolution
with a kernel of 3× 3, and the input and output channels in Equation (12) total 64. Input
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and output channels in Equation (13) are 128 and 64. The second step fuses the obtained
features above via a residual operation to obtain more commentary information as follows:

OEB = fEB(OTSEB)

= R(O(EBs) + O(EBd)
)

(14)

where OEB is the output of EB. In addition, + denotes a residual operation, which is
expressed as ⊕ in Figure 1. In addition, OEB acts as a feature learning block.

3.5. Feature Learning Block

To further learn high-frequency features, a 5-layer feature learning block is presented.
It includes four Conv+ReLU and a Conv. Conv+ReLU denotes the combination of convolu-
tion and ReLU, where their input and output channels total 64, and a convolutional kernel
is 3× 3 . In addition, a Conv denotes a convolution, where its input and output channels
are 64 and 3, and a convolutional kernel is 3× 3. This is used to construct predicted
high-quality images. The mentioned descriptions are visualized as Equation (15):

ISR = fFLB(OEB)

= C(R(C(R(C(R(C(R(C(OEB)))))))))
(15)

where C is convolutional operation as well as Conv in Figure 1. Finally, we give a pseudo-
code to show implementations of the proposed method as shown in Algorithm 1:

Algorithm 1 The process of converting an LR image into an SR image.
Input: Put an LR image ILR into the DSRCNN model. Enter the scale factor
1: for Patch is 64 do
2: The residual network is used to retain low-level features and fuse high-level features.
3: The feature outputs of the two models are merged through ConCat.
4: Updated ILR feature (the first model OTSEB1 & the second model OTSEB2 )through a two sub-network

enhanced block by Equation (10);
5: The enhanced block contains two upsampling layers.The first upsampling roughly extracts the spliced

low-frequency features and converts them into high-frequency features. The second upsampling extracts the
features of the first layer and stacks them with the first upsampling.

6: Updated OEBs and OEBd through an enhanced block by Equation (12) and (13);
7: After five layers of convolutional layers (feature learning block ), the high-frequency features are further

learned and extracted by Equation (15).
8: end for
Output: Obtain a super-resolution image ISR with an inpainting scale as the input scale.

4. Experimental Results
4.1. Training Dataset

All DIV2K images are saved in PNG format and DIV2K dataset of RGB images with a
large diversity of contents. To conduct fair experiments, the DIV2K dataset [33] is chosen
to train a DSRCNN model. DIV2K consists of three scales, i.e., ×2, ×3 and ×4. Each scale
includes 800 training images. In addition, test images and validation images are 100 natural
images. To enlarge differences of training images, we gather the given training dataset
of DIV2K and the validation dataset as a new training dataset under the same scale. In
addition, some data augmentation operations, i.e., random horizontal flips and 90° rotation
operations, are used to enhance training data. To improve the speed of training DSRCNN,
given LR images are cropped as an image patch with 64× 64.

4.2. Test Dataset

To fairly and effectively test the SR performance, Set5 [34], Set14 [34], BSD100 (B100) [35]
and Urban 100 (B100) [36] are chosen to conduct comparative experiments for ×2, ×3,
and ×4. The Set5 and Set14 are captured under the same conditions, which have five and
fourteen natural images. B100 and U100 respectively contain 100 natural color images.
These datasets can be further introduced as follows:
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• The Set5 dataset is a dataset consisting of five images, i.e., baby, bird, butterfly, head,
and woman [34].

• The Set14 dataset is a dataset consisting of 14 images, and it is commonly used for
testing performance of Image Super-Resolution models [34].

• BSD is a dataset used frequently for image denoising and super-resolution. BSD100
have 100 images, which was conducted by Martin et al. The dataset is composed of a
large variety of images ranging from natural images to object-specific such as plants,
people, food, etc.

• The Urban100 dataset contains 100 images of urban scenes. It is commonly used as a
test set to evaluate the performance of super-resolution models [36].

Because most of the SR methods use the Y channel to test the SR performance of their
proposed methods, we also choose a Y channel to test the effect of our method on SR.
That is, obtained RGB images of the DSRCNN are converted to the Y channel to verify the
SR performance.

4.3. Implementation Details

This paper has the following initial parameters. We set a batch size as 64. In addition,
the initial learning rate is 1 × 103, Beta_1 is 0.9, and Beta_2 is 0.999. In addition, the training
steps are 6 × 105, for which the learning rate will be divided in half every 4 × 105. That is,
or 1 ∼ 4 × 105, the learning rate is 0.0001 for training a DSRCNN model. For (4 × 105)+1
to 6 × 105, the learning rate is 0.00005. Epsilon size is 1 × 108. Additionally, other initial
parameters can refer to Ref. [8]. In addition, we use an Adam optimizer [37] to update
parameters. Codes of LSRCNN are programmed via Python of 0.41 and Python of 2.7. In
addition, it runs on Ubuntu of 16.04, CPU of Inter Xeon 8163 and two NVIDIA Tesla P100.
The Nvidia CUDA is 9.0 and CuDNN is 7.6.4.

4.4. Ablation Study

The proposed uses of TSEB, EB, and FLB to implement a robust SR model. In addition,
TSEB is composed of two sub-networks and an enhanced technique. The enhanced tech-
nique uses local residual learning operation to enhance effects of local hierarchical layers to
promote SR performance. These are verified in Table 1. DSRCNN is obtained higher PSNR
and SSIM values than that of DSRCNN with residual learning operations, which shows the
effectiveness of local residual learning operations. DSRCNN outperforms DSRCNN with-
out RLO, one sub-network in Table 1, which shows the effectiveness of two sub-networks
and RLO. It is known that enlarging the depth of a network is very useful to extract com-
plementary information [38,39]. It is known that increasing the width of network can
improve the performance of image tasks, according to GoogLeNet [40]. Although wider
networks perform well in image applications, they will increase the complexity. In addition,
two sub-networks can effectively address this question in image restoration. Thus, taking
into account performance and complexity, we also choose two sub-networks to design
network architecture in this paper. According to mentioned illustrations, we design two
sub-networks for SISR [41–43]. In addition, it is proved that DSRCNN without RLO, EB_S
outperforms improvement of 0.511dB compared to that of DSRCNN without RLO, one
sub-network and EB_S in PSNR in Table 1, which shows the effectiveness of dual networks
for SR. DSRCNN without RLO, one sub-network exceeds DSRCNN without RLO, one
sub-network and EB_S in both PSNR and SSIM on U100 in Table 1, which tests the effec-
tiveness of EB. Additionally, DSRCNN without RLO, one sub-network, and EB_S have
obtained improvement of 0.16 dB in PSNR and 0.001 in SSIM than that of DSRCNN without
RLO, one sub-network EB_S and RO in both PSNR and SSIM on U100 in Table 1, which
tests the effectiveness of FLB. Specifically, EB_S and RO denote EB without enhancement
from the shallow layer and FLB without four Conv+ReLU. In addition, several visual
figures from an HR image, Bicubic, single branch model, and a two-branch model are
conducted to test excellent performance of two-branch architecture, which can show the
complementary of two branches as Figure 3 on page 9. In addition, these visual figures are
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obtained via amplifying one area of predicted high super-resolution images as observation
areas. According to mentioned illustrations, we can see the effectiveness of key techniques
for SISR.

Figure 3. Visual figures of different methods.

Table 1. PSNR and SSIM of different methods on U100 for ×2.

Methods
U100

PSNR/SSIM

Scale

DSRCNN 31.833/0.9252

DSRCNN without RLO, one sub-network 31.676/0.9237

DSRCNN without RLO, one sub-network and EB_S 31.220/0.9181

DSRCNN without RLO, one sub-network EB_S and RO 31.060/0.9171

DSRCNN without RLO, EB_S 31.649/0.9238

DSRCNN without RLO 31.701/0.9241

4.5. Experiment Results

To fairly evaluate the SR performance of DSRCNN, quantitative and qualitative anal-
ysis are used to conduct experiments. The quantitative analysis includes PSNR [44] and
SSIM [44] of popular methods, i.e., Bicubic, A+ [7], jointly optimized regressors (JOR) [45],
RFL [6], self-exemplars super-resolution (SelfEx) [36], CSCN [18], RED [19], a denois-
ing convolutional neural network (DnCNN) [46], trainable nonlinear reaction diffusion
(TNRD) [47], fast dilated residual SR convolutional network (FDSR) [48], SRCNN [10],
fast SR CNN (FSRCNN) [14], very deep SR network (VDSR) [19], deeply-recursive con-
volutional network (DRCN) [13], context wise network fusion (CNF) [49], Laplacian SR
network (LapSRN) [50], deep persistent memory network (MemNet) [11], CARN-M [22],
wavelet domain residual network (WaveResNet) [51], convolutional principal component
(CPCA) [52], new architecture of deep recursive convolution networks for SR (NDRCN) [53],
LESRCNN [8], LESRCNN-S [8], and DSRCNN on four public datasets, i.e., Set5, Set14,
B100, and U100. In terms of quantitative analysis, our proposed DSRCNN has obtained the
best SR results in most circumstances as shown in Tables 2–5. For example, our method has
obtained gain PSNR of 0.08 dB than that of LESRCNN on Set 5 for ×2 in Table 2 In addition,
DSRCNN has achieved gain PSNR of 0.16 dB and SSIM of 0.0035 than that of CARN-M on
Set14 for ×3 in Table 3. In addition, our method has obtained an excellent SR performance
on B100 in Table 4 and on U100 in Table 5, respectively. Our method is very competitive in
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complexity in Table 6. In terms of qualitative analysis, we choose Bicubic, SelfEx, SRCNN,
and CARN-M as comparative methods to test the visual effects of DSRCNN. Amplify a
chosen area from predicted high-resolution images from these methods as an observation
area, where observation area is clearer and corresponding SR methods are better in SISR.
As shown in Figures 4–6, we can see that the observation areas of our method are clearer
than other SR methods. This shows that our method is more effective in SISR. According to
quantitative analysis and qualitative analysis, our method is robust in different screens.

According to descriptions, we can see that the proposed method can reply with two
sub-networks, the combination of residual learning, convolutional layer, and ReLU to
obtain excellent SR performance. However, it has slower execution speed in SR than that of
the single network with the same parameters. Thus, how to develop an efficient and robust
SR network is very important for us in our work in the future.

Table 2. PSNR and SSIM of different techniques with scale factors of ×2, ×3 and ×4 on Set5.

Dataset Model
×2 ×3 ×4

PSNR/SSIM PSNR/SSIM PSNR/SSIM

Set5

Bicubic 33.66/0.9299 30.39/0.8682 28.42/0.8104

A+ [7] 36.54/0.9544 32.58/0.9088 30.28/0.8603

JOR [45] 36.58/0.9543 32.55/0.9067 30.19/0.8563

RFL [6] 36.54/0.9537 32.43/0.9057 30.14/0.8548

SelfEx [36] 36.49/0.9537 32.58/0.9093 30.31/0.8619

CSCN [18] 36.93/0.9552 33.10/0.9144 30.86/0.8732

RED [19] 37.56/0.9595 33.70/0.9222 31.33/0.8847

DnCNN [46] 37.58/0.9590 33.75/0.9222 31.40/0.8845

TNRD [47] 36.86/0.9556 33.18/0.9152 30.85/0.8732

FDSR [48] 37.40/0.9513 33.68/0.9096 31.28/0.8658

SRCNN [10] 36.66/0.9542 32.75/0.9090 30.48/0.8628

FSRCNN [14] 37.00/0.9558 33.16/0.9140 30.71/0.8657

RCN [54] 37.17/0.9583 33.45/0.9175 31.11/0.8736

VDSR [19] 37.53/0.9587 33.66/0.9213 31.35/0.8838

DRCN [13] 37.63/0.9588 33.82/0.9226 31.53/0.8854

CNF [49] 37.66/0.9590 33.74/0.9226 31.55/0.8856

LapSRN [50] 37.52/0.9590 - 31.54/0.8850

MemNet [11] 37.78/0.9597 34.09/0.9248 31.74/0.8893

CARN-M [22] 37.53/0.9583 33.99/0.9236 31.92/0.8903

WaveResNet [51] 37.57/0.9586 33.86/0.9228 31.52/0.8864

CPCA [52] 34.99/0.9469 31.09/0.8975 28.67/0.8434

NDRCN [53] 37.73/0.9596 33.90/0.9235 31.50/0.8859

LESRCNN [8] 37.65/0.9586 33.93/0.9231 31.88/0.8903

LESRCNN-S [8] 37.57/0.9582 34.05/0.9238 31.88/0.8907

DSRCNN(Ours) 37.73/0.9588 34.17/0.9247 31.89/0.8909
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Table 3. PSNR and SSIM of different techniques with scale factors of ×2, ×3, and ×4 on Set14.

Dataset Model
×2 ×3 ×4

PSNR/SSIM PSNR/SSIM PSNR/SSIM

Set14

Bicubic 30.24/0.8688 27.55/0.7742 26.00/0.7027

A+ [7] 32.28/0.9056 29.13/0.8188 27.32/0.7491

JOR [45] 32.38/0.9063 29.19/0.8204 27.27/0.7479

RFL [6] 32.26/0.9040 29.05/0.8164 27.24/0.7451

SelfEx [36] 32.22/0.9034 29.16/0.8196 27.40/0.7518

CSCN [18] 32.56/0.9074 29.41/0.8238 27.64/0.7578

RED [19] 32.81/0.9135 29.50/0.8334 27.72/0.7698

DnCNN [46] 33.03/0.9128 29.81/0.8321 28.04/0.7672

TNRD [47] 32.51/0.9069 29.43/0.8232 27.66/0.7563

FDSR [48] 33.00/0.9042 29.61/0.8179 27.86/0.7500

SRCNN [10] 32.42/0.9063 29.28/0.8209 27.49/0.7503

FSRCNN [14] 32.63/0.9088 29.43/0.8242 27.59/0.7535

RCN [54] 32.77/0.9109 29.63/0.8269 27.79/0.7594

VDSR [19] 33.03/0.9124 29.77/0.8314 28.01/0.7674

DRCN [13] 33.04/0.9118 29.76/0.8311 28.02/0.7670

CNF [49] 33.38/0.9136 29.90/0.8322 28.15/0.7680

LapSRN [50] 33.08/0.9130 29.63/0.8269 28.19/0.7720

MemNet [11] 33.28/0.9142 30.00/0.8350 28.26/0.7723

CARN-M [22] 33.26/0.9141 30.08/0.8367 28.42/0.7762

WaveResNet [51] 33.09/0.9129 29.88/0.8331 28.11/0.7699

CPCA [52] 31.04/0.8951 27.89/0.8038 26.10/0.7296

NDRCN [53] 33.20/0.9141 29.88/0.8333 28.10/0.7697

LESRCNN [8] 33.320.9148 30.12/0.8380 28.44/0.7772

LESRCNN-S [8] 33.30/0.9145 30.16/0.8384 28.43/0.7776

DSRCNN(Ours) 33.43/0.9157 30.24/0.8402 28.46/0.7796

Table 4. PSNR and SSIM of different techniques with scale factors of ×2, ×3, and ×4 on B100.

Dataset Model
×2 ×3 ×4

PSNR/SSIM PSNR/SSIM PSNR/SSIM

B100

Bicubic 29.56/0.8431 27.21/0.7385 25.96/0.6675

A+ [7] 31.21/0.8863 28.29/0.7835 26.82/0.7087

JOR [45] 31.22/0.8867 28.27/0.7837 26.79/0.7083

RFL [6] 31.16/0.8840 28.22/0.7806 26.75/0.7054

SelfEx [36] 31.18/0.8855 28.29/0.7840 26.84/0.7106

CSCN [18] 31.40/0.8884 28.50/0.7885 27.03/0.7161

RED [19] 31.96/0.8972 28.88/0.7993 27.35/0.7276

DnCNN [46] 31.90/0.8961 28.85/0.7981 27.29/0.7253

TNRD [47] 31.40/0.8878 28.50/0.7881 27.00/0.7140
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Table 4. Cont.

Dataset Model
×2 ×3 ×4

PSNR/SSIM PSNR/SSIM PSNR/SSIM

FDSR [48] 31.87/0.8847 28.82/0.7797 27.31/0.7031

SRCNN [10] 31.36/0.8879 28.41/0.7863 26.90/0.7101

FSRCNN [14] 31.53/0.8920 28.53/0.7910 26.98/0.7150

VDSR [19] 31.90/0.8960 28.82/0.7976 27.29/0.7251

DRCN [13] 31.85/0.8942 28.80/0.7963 27.23/0.7233

CNF [49] 31.91/0.8962 28.82/0.7980 27.32/0.7253

LapSRN [50] 31.80/0.8950 - 27.32/0.7280

MemNet [11] 32.08/0.8978 28.96/0.8001 27.40/0.7281

CARN-M [22] 31.92/0.8960 28.91/0.8000 27.44/0.7304

WaveResNet [51] 32.15/ 0.8995 28.86/0.7987 27.32/0.7266

NDRCN [53] 32.00/0.8975 28.86/0.7991 27.30/0.7263

LESRCNN [8] 31.95/0.8964 28.91/0.8005 27.45/0.7313

LESRCNN-S [8] 31.95/0.8965 28.94/ 0.8012 27.47/0.7321

DSRCNN(Ours) 32.05/0.8978 29.01/0.802927.50/0.7341

Table 5. PSNR and SSIM of different techniques with scale factors of ×2, ×3, and ×4 on U100

Dataset Model
×2 ×3 ×4

PSNR/SSIM PSNR/SSIM PSNR/SSIM

U100

Bicubic 26.88/0.8403 24.46/0.7349 23.14/0.6577

A+ [7] 29.20/0.8938 26.03/0.7973 24.32/0.7183

JOR [45] 29.25/0.8951 25.97/0.7972 24.29/0.7181

RFL [6] 29.11/0.8904 25.86/0.7900 24.19/0.7096

SelfEx [36] 29.54/0.8967 26.44/0.8088 24.79/0.7374

DnCNN [46] 30.74/0.9139 27.15/0.8276 25.20/0.7521

TNRD [47] 29.70/0.8994 26.42/0.8076 24.61/0.7291

FDSR [48] 30.91/0.9088 27.23/0.8190 25.27/0.7417

SRCNN [10] 29.50/0.8946 26.24/0.7989 24.52/0.7221

FSRCNN [14] 29.88/0.9020 26.43/0.8080 24.62/0.7280

VDSR [19] 30.76/0.9140 27.14/0.8279 25.18/0.7524

DRCN [13] 30.75/0.9133 27.15/0.8276 25.14/0.7510

LapSRN [50] 30.41/0.9100 - 25.21/0.7560

MemNet [11] 31.31/0.9195 27.56/0.8376 25.50/0.7630

CARN-M [22] 31.23/0.9193 27.55/0.8385 25.62/0.7694

WaveResNet [51] 30.96/0.9169 27.28/0.8334 25.36/0.7614

CPCA [52] 28.17/0.8990 25.61/0.8123 23.62/0.7257

NDRCN [53] 31.06/0.9175 27.23/0.8312 25.16/0.7546

LESRCNN [8] 31.45/0.9206 27.70/0.8415 25.77/0.7732

LESRCNN-S [8] 31.45/0.9207 27.76/0.8424 25.78/0.7739

DSRCNN(Ours) 31.83/0.9252 27.99/0.8483 25.94/0.7815
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Figure 4. Visual effects of the different SR method on Set5 for ×2 scale: (a) A HR image (PSNR/SSIM),
(b) Bicubic (29.84/0.9125), (c) SelfEx (36.99/0.9573), (d) SRCNN (36.39/0.9550), (e) CARN-M
(37.22/0.9590), and (f) DSRCNN (37.23/0.9594).

Figure 5. Visual effects of the different SR method on Set14 for ×4 scale: (a) A HR image (PSNR/SSIM),
(b) Bicubic (24.63/0.8613), (c) SelfEx (30.79/0.9367), (d) SRCNN (31.20/0.9365), (e) CARN-M
(33.73/0.9523), and (f) DSRCNN (34.14/0.9540).

Figure 6. Visual effects of different SR method on U100 for ×4 scale: (a) A HR image (PSNR/SSIM), (b)
Bicubic (19.75/0.6566), (c) SelfEx (23.66/.7957), (d) SRCNN (22.97/0.7619), (e) CARN-M(25.74/0.8495),
and (f) DSRCNN (26.49/0.8640).
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Table 6. Complexity of six networks for SISR.

Methods Parameters Flops

VDSR 665K 10.90G

DnCNN 556K 9.11G

DRCN 1,774K 29.07G

MemNet 677K 11.09G

LESRCNN 598K 3.56G

DSRCNN(our) 798 k 4.76G

5. Conclusions

In this paper, we propose a dual super-resolution CNN (DSRCNN) to obtain clear
images. DSRCNN uses a two sub-network enhanced block (TSEB) to extract complementary
low-frequency features to improve learning ability in SR. Combinations of convolutions
and residual learning operation in TSEB are used to facilitate memory abilities of shallow
layers, which can prevent a long-term dependency problem. To prevent information loss
of an original image, an enhanced block is used to gather original information and obtain
high-frequency information from a deeper layer via sub-pixel convolutions. To obtain
more high-frequency features, a feature learning block is used to learn more details of
high-frequency information. The proposed method can be applied to portable devices. We
will use an attention mechanism to obtain more robust SR models in the future.
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