TCSA: A Traffic Congestion Situation Assessment Scheme Based on Multi-Index Fuzzy Comprehensive Evaluation in 5G-IoV
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Abstract: The traffic congestion situation is an important reference indicator for the orderly control and management of traffic systems. As intelligent transport systems (ITS) become increasingly popular, the challenge of realizing real-time traffic congestion situation assessments (TCSAs) in the post-traffic era is particularly important. In this study, we propose a TCSA scheme for multi-metric fuzzy integrated evaluation based on three predicted vehicle traffic parameters for the 5G Internet of Vehicles (5G-IoV) environment, which is dedicated to accelerating the development of ITS. Firstly, the scheme uses dynamic multi-model adaptive exponential smoothing (DMMAES), which can calculate the optimal smoothing coefficients and weight of each model based on historical prediction errors to predict the average speed and traffic volume and then calculate the predicted traffic speed, traffic flow density, and road saturation of the three traffic congestion indicators. Secondly, the predicted values of the three traffic congestion indicators are used as fuzzy comprehensive evaluation, taking into account the vagueness of the traffic congestion levels, the uncertainty of the indicators, and the conflict among the indicators, using a trapezoidal affiliation function to determine the degree of affiliation of each indicator through the adaptive CRITIC method to determine the weights. Finally, the predicted traffic congestion situations are classified into five levels. The effectiveness of the scheme was verified by the measured data of Yanta North Road in Xi’an. The results showed that the traffic congestion level predicted by TCSA was basically consistent with the actual situation and had high prediction accuracy.
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1. Introduction

1.1. Background

Traffic congestion is the product of the imbalance of traffic supply and demand, which greatly reduces the efficiency of traffic operation, causing frequent traffic accidents and environmental pollution [1–3]. Intelligent transport systems (ITS) can effectively alleviate traffic congestion under existing traffic network supply conditions, and it is a popular method to manage urban traffic congestion [4,5]. However, the effectiveness of ITS control relies on the real-time acquisition of high-dimensional traffic flow parameters, and the formed control plan should also be appropriately advanced to achieve “active control” of traffic [6–8]. With the continuous development of information technology, communication technology, and computer network technology, the Internet of Things (IoT)
technology has achieved rapid development [9–11]. Adhering to the idea of “Internet of Everything” in the IoT, the Internet of Vehicles (IoV) technology with high-dimensional perception is becoming more mature [12,13]. Combined with the high-throughput and low-latency data transmission characteristics of 5G networks, the IoV technology will create a good environment for obtaining real-time and massive high-dimensional traffic flow parameters [14–17]. Traffic congestion situation assessment (TCSA) is essentially a timely and accurate prediction and assessment of congestion that can provide a basis for the traffic control department to make a reasonable and effective traffic congestion relief plan. Therefore, real-time TCSA in the 5G Internet of Vehicles (5G-IoV) is an important prerequisite for the effective control of ITS. TCSA’s mission is to evaluate and predict traffic congestion based on historical data on congestion performance characteristics and their influencing factors.

1.2. Related Work

Prior to carrying out a congested traffic situations assessment, it is necessary to investigate the factors influencing traffic congestion and the parameters that characterize it and to determine these variations as well as the range of indicator values that reflect the state of traffic congestion at different levels of congestion. Currently, there is no uniform international standard for the quantification of traffic congestion conditions and its classification. Traffic management departments in many countries and cities rely on intelligent transportation systems to develop their traffic congestion assessment standards [18–20]. For example, the highway capacity manual (HCM) [21], customized by the US Traffic Management Commission, uses the ratio of actual vehicle flow to reflect the road capacity, vehicle travel time, traffic interruptions, and the convenience of drivers and passengers and divides the congestion status into six levels; Japan mainly relies on the speed of vehicles on the road and the delay time of vehicles throughout the journey to describe urban traffic congestion; moreover, most European countries calculate the roadway congestion index (RCI) based on road speed; while Chinese cities generally use indicators, such as speed, traffic flow density, and traffic volume, to classify traffic congestion on urban road sections and divides them into five levels [22]. Considering that traffic flow density and traffic volume are bidirectional when judging congestion, it is difficult to accurately judge the real traffic operation status of road sections. Therefore, we introduce road saturation instead of traffic volume as an indicator of traffic congestion evaluation.

The assessment of traffic congestion is mainly divided into direct measurement indicators and indirect assessment models. Direct measurement indicators often use only one indicator to assess the status of traffic congestion. He et al. [23] used the speed performance index to evaluate the congestion status of the existing road network, and then introduced the road section and network congestion index to measure the congestion degree of the city road section and the road network, respectively. Sun et al. [24] predicted the degree of traffic congestion based on GPS trajectory data in which the hidden Markov model was used to match the GPS trajectory data with the road network, and the adjacent GPS trajectory data were used to estimate the average speed of the road section. A single traffic flow parameter is obviously not enough to characterize the state of complex traffic roads. Therefore, the indirect evaluation model of the traffic operation index that integrates multi-source data and different traffic congestion characteristic parameters was studied more extensively. California, in the United States, used the ratio of average daily traffic volume to capacity (V/C) to determine congestion [25]; Shanghai, China, selected road load and vehicle speed to construct an RTI index model [26]. Compared with the direct measurement indicators, these comprehensive indicators for indirect evaluation can describe the state of traffic congestion more accurately, but the weighting of these comprehensive indicators is mostly subjective, and traffic congestion levels are a fuzzy concept. Given that other research areas in different disciplines, such as software engineering [27], physics [28], civil engineering [29], and materials science [30], have successfully applied fuzzy frameworks to produce accurate predictions, therefore, we propose an adaptive criteria importance though
an intercriteria correlation (CRITIC) method that can objectively calculate the impact of different indicators on traffic congestion in different time periods based on recent historical data using a trapezoidal affiliation function to determine the degree of affiliation with each indicator.

In recent years, studies on congested traffic situations assessment have received extensive attention. Fabre et al. [31], based on the aggregation method of the conservation law, reasonably agglomerated the floating car space information to obtain the traffic status; Habtemichael et al. [32] proposed a space–time weighted K-nearest neighbor model based on the MapReduce framework, which improved the accuracy and effectiveness of short-term traffic flow prediction and established a real-time road traffic state identification framework and model; Qi et al. [33] used the spatiotemporal Moran scatter plot to explore the temporal and spatial correlation of urban road traffic and constructed a hierarchical clustering method of road traffic status based on the temporal and spatial autocorrelation pre-classification; Luo et al. [34] combined k-nearest neighbor (KNN) with long short-term memory network (LSTM) methods to propose a KNN–LSTM spatiotemporal traffic flow prediction model. Shen et al. [35] used the mapping relationship between the location traffic parameters and the traffic situations to propose a method for identifying the expressway traffic state based on the projection pursuit dynamic clustering model; Xu et al. [36] used graph embedding (GE) to characterize road network information and proposed a higher-precision generative adversarial network model to identify road traffic congestion status.

In research on the fuzzy comprehensive method to assess traffic congestion, Kadkhodaei et al. [37] established the membership function of each evaluation index through in-depth analysis of the characteristics of traffic congestion to determine the weight coefficients based on expert experience and, finally, used fuzzy comprehensive analytic hierarchy to determine the state of traffic congestion. Hao et al. [38] proposed a hybrid multi-criteria decision-making method that combined fuzzy analytic hierarchy process, ideal solution similarity ranking preference technology, and gray correlation technology together to verify the effectiveness of the hybrid method through the congestion assessment of intersections. Berrouk et al. [39] proposed a congestion index composed of three independent congestion parameters: speed ratio, volume-to-capacity ratio, and decreasing speed ratio, and constructed a fuzzy inference model to evaluate urban traffic congestion. Kong et al. [40] combined the membership function obtained by the linear analysis method with the weight obtained by the analytic hierarchy process to establish a fuzzy comprehensive evaluation discriminant model, which can not only quantify the discriminant results but also determine the traffic congestion state according to the principle of maximum membership. Shankar et al. [41] established a road network traffic congestion evaluation index system through detailed analysis of the regional road network topology and traffic flow characteristics and proposed a road network traffic congestion evaluation method based on fuzzy inference.

The above research shows that traffic congestion situations prediction is mainly based on short-term prediction of traffic flow parameters. The prediction methods of traffic flow parameters can be summarized as parameter-based prediction models, non-parametric prediction models, intelligent prediction models based on knowledge mining, and combined models [42]. The common algorithms of the above prediction models and their advantages and disadvantages are shown in Table 1. It is not difficult to see that different forecasting models have different advantages and disadvantages. The parameter-based forecasting model is simple to calculate, but it is difficult to deal with the fluctuating sequence data and can only be adapted to the traffic flow prediction of conventional roads. The non-parametric prediction model has high accuracy, high objectivity, and portability; however, in addition to disadvantages, such as complicated theory and high computation requirements, it cannot meet real-time traffic flow prediction as well. It is suitable for the prediction of macro-complex traffic networks. The prediction model based on knowledge mining has high accuracy, but it has high computation requirements, which is greatly affected by parameter selection, and poor robustness. For example, the neural network model has high prediction accuracy in only a few data sets. Its applicability in real-time
traffic flow prediction has not been widely verified. A hybrid forecasting model is currently the most popular traffic flow forecasting model. This model can maximize its strengths and avoid weaknesses, complement its advantages, and accurately predict the results. However, this type of model generally requires a large number of calculations.

Table 1. The advantages and disadvantages of predictive models and their common algorithms.

<table>
<thead>
<tr>
<th>Types</th>
<th>Common Algorithms</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter-based prediction model.</td>
<td>Smooth forecasting;</td>
<td>Simple model; Simple calculation.</td>
<td>Poor adaptability.</td>
</tr>
<tr>
<td></td>
<td>Kalman filter forecasting;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wavelet change method.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-parametric prediction model.</td>
<td>K-nearest neighbor;</td>
<td>Strong robustness; Anti-noise ability.</td>
<td>Unable to meet real-time traffic forecasts.</td>
</tr>
<tr>
<td></td>
<td>Decision tree</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predictive model based on knowledge mining.</td>
<td>Neural network; Fuzzy logic theory; Support vector machine; Deep learning.</td>
<td>Strong fitting ability; High prediction accuracy.</td>
<td>Complex calculations; Weak interpretability.</td>
</tr>
<tr>
<td>Combined prediction model.</td>
<td>Uses a combination of multiple algorithms.</td>
<td>Complementary advantages; High prediction accuracy.</td>
<td>Large number of calculations.</td>
</tr>
</tbody>
</table>

1.3. Proposed Contributions

5G-IoV provides both a more multi-dimensional and accurate perception and timely transmission and feedback of traffic congestion status. As a result, the real-time prediction of traffic flow parameters on the sensor side is a requirement in 5G-IoV environments [16]. Taking into account the hardware limitations of the sensor and the time-sensitivity of real-time prediction, a simple and fast forecasting algorithm should be selected. As a classic method for time-series forecasting, exponential smoothing has the advantage of a simple operation structure. To improve prediction accuracy, we propose dynamic multi-model adaptive exponential smoothing (DMMAES), which can calculate the optimal smoothing coefficient and weight of each model based on historical prediction errors.

The remainder of this paper is organized as follows: Section 2 briefly describes the real-time traffic flow data system and definitions in 5G-IoV; Section 3 details the proposed TCSA scheme: the experimental results are presented in Section 4; finally, Section 5 presents the conclusions and future research directions.

2. Real-Time Traffic Flow Data System and Definitions in 5G-IoV

5G is short for the 5th generation of mobile communication [43,44]. It has the characteristics of a high data rate, reduced delay, energy-savings, increased system capacity, and large-scale device connection, which can improve the performance of the IoV (V2X: vehicle–vehicle interconnection (V2V); vehicle–road interconnection (V2I); vehicle–person interconnection (V2P); vehicle–network interconnection (V2N)), is conducive to the large-scale deployment of IoV environments [45–48], and provides richer application scenarios for the Internet of Vehicles as well. The deployment of large-scale 5G Internet of Vehicles can provide both real-time multi-sources basic information, such as people, vehicles, roads, and the environment, and a new solution for the acquisition of traffic flow parameters [49–51]. Therefore, we defined a real-time traffic flow data system as shown in Figure 1. In this system, each sensor terminal needed to predict the traffic flow parameters it could measure in real time. Vehicles on the road were equipped with GPS car navigation systems that could accurately measure the road location and instantaneous speed of each vehicle in real time. Video detection and loop coil detection could be used to detect the overall situation
of traffic on a certain section of the road, which obtained a large amount of traffic flow data including the instantaneous speed of the vehicle, the number of vehicles passing per unit time, the traffic volume monitored per hour, and the number of lanes. The 5G network provided a guarantee for the timely transmission of massive traffic flow data collected through the Internet of Vehicles. These massive flows of traffic data were transmitted to ITS for processing in real time via the 5G network.

![Real-time traffic flow data system in 5G-IoV.](image)

**Figure 1.** Real-time traffic flow data system in 5G-IoV.

Thoroughly considering the advantages and disadvantages of each detection method, the real-time traffic flow data system in 5G-IoV integrates and optimizes the collected and predicted multiple traffic information and extracts reliable and accurate data from it. For example, the instantaneous speed of the vehicle cannot be continuously and accurately extracted and predicted from the monitoring screen through video detection technology in foggy weather, but GPS can make up for it. Moreover, in an environment with a weak GPS signal, video detection technology can be used to obtain, in high-precision, the instantaneous speed of the vehicle. These two technologies combined can accurately obtain the average vehicle speed and its predicted value.

### 3. Our Proposed TCSA Scheme

The TCSA scheme we proposed predicts traffic flow parameters and obtains the predicted value of the traffic congestion evaluation index through simple calculation and then performs fuzzy comprehensive evaluation. The traffic congestion level under multiple indicators does not have a clear division boundary, which means that it is a fuzzy concept. Therefore, the multi-index fuzzy comprehensive evaluation method can effectively solve this problem. This scheme can help ITS obtain the condition of traffic congestion in advance and provide a basis for decision makers to “actively control” the traffic. The calculation process of the TCSA is shown in Figure 2.
3.1. Selection of Traffic Congestion Evaluation Indicators

Selecting appropriate evaluation indicators can not only improve the accuracy of subsequent traffic congestion situation but also reduce the workload of preliminary data processing. Therefore, the article follows the principles of intuitiveness, sensitivity, convenience, systematicity, independence, and real time to combine the data collected in the 5G-IoV and carefully select the average speed of the road section, traffic flow density, and saturation as evaluation index [19,52].

The average speed refers to the average value of the speeds of all vehicles on the road section within a unit time. This indicator can intuitively reflect the current road traffic congestion. Generally speaking, the higher the speed, the smoother the road; the lower the speed, the more congested the road. It is calculated as follows:

$$\overline{v} = \frac{1}{N} \sum_{i=1}^{N} v_i$$  \hspace{1cm} (1)

where $v_i$ is the average speed of traffic flow (km/h); $N$ is the number of vehicles passing through the section within a unit time; $v_i$ is the instantaneous speed of the $i$th vehicle.

Traffic flow density refers to the total number of vehicles per unit length on a lane in a unit time. When there are few vehicles on the road or when the road is stalled due to the fact of congestion, the traffic volume does not change, but the density of traffic varies...
greatly. Therefore, it plays a decisive role in judging the condition of traffic congestion. The calculation method is as follows:

$$D = \frac{f'}{v_i k}$$  \hspace{1cm} (2)

where $D$ is the calculated traffic density (pcu/km); $f'$ is the traffic volume monitored per hour (pcu/h); $v_i$ is the average speed (km/h); $k$ is the number of lanes.

The road section saturation refers to the ratio of the actual traffic volume to the maximum capacity of the road section, which can reflect the actual load of the road. The calculation method is as follows:

$$S = \frac{f}{C}$$  \hspace{1cm} (3)

where $S$ is the road saturation (dimensionless); $f$ is the number of vehicles on each kilometer of roadway (pcu/km); $C$ is the maximum capacity of the road (pcu/km).

### 3.2. Predicted Value of the Evaluation Index

#### 3.2.1. Traffic Flow Parameter Prediction

The exponential smoothing forecasting method [53] is a simple and easy to implement short-term time-series forecasting method that follows the principle of focusing on the near and overwhelming the far, while taking into account the selected historical data change characteristics. According to the number of smoothing processes, it can be divided into exponential smoothing, quadratic exponential smoothing, and cubic exponential smoothing. When there is no obvious trend change in the data to be predicted, the accuracy of the exponential smoothing is higher; when the data show a certain linear changing trend, the accuracy of the quadratic exponential smoothing method is higher; when the data show a nonlinear trend, the accuracy of the cubic exponential smoothing method is higher. In this paper, assuming that the time series of a parameter is $\{x_1, x_2, \ldots, x_3\}$, the three exponential smoothing value calculation formula is:

$$\begin{align*}
S_1^{(1)}(t) &= \alpha x_t + (1 - \alpha) S_{t-1}^{(1)} \\
S_1^{(2)}(t) &= \alpha S_1^{(1)} + (1 - \alpha) S_{t-1}^{(2)} \\
S_1^{(3)}(t) &= \alpha S_1^{(2)} + (1 - \alpha) S_{t-1}^{(3)}
\end{align*}$$  \hspace{1cm} (4)

where $S_1^{(1)}$ is the first smoothing value; $S_1^{(2)}$ is the second smoothing value; $S_1^{(3)}$ is the third smoothing value; $\alpha$ is the smoothing coefficient, $\alpha \in [0, 1]$.

Exponential smoothing forecast model:

$$x_{t+1} = S_1^{(1)} = \alpha x_t + (1 - \alpha)x_t$$  \hspace{1cm} (5)

Quadratic exponential smoothing forecast model:

$$\begin{align*}
a_t &= 2S_1^{(1)} - S_1^{(2)} \\
b_t &= \frac{\alpha}{1 - \alpha}(S_1^{(1)} - S_1^{(2)}) \\
x_{t+1} &= a_t + b_t
\end{align*}$$  \hspace{1cm} (6)
Cubic exponential smoothing forecast model:

\[
x_{(t+1)} = a_t + b_t + c_t
\]

\[
a_t = 3S_t^{(1)} - 3S_t^{(2)} + S_t^{(3)}
\]

\[
b_t = \frac{\alpha}{2(1 - \alpha)^2}[6 - 5\alpha]S_t^{(1)} - 2(5 - 4\alpha)S_t^{(2)} + (4 - 3\alpha)S_t^{(3)}
\]

\[
c_t = \frac{\alpha^2}{2(1 - \alpha)^2}[S_t^{(1)} - 2S_t^{(2)} + S_t^{(3)}]
\]

where \(a_t\), \(b_t\), and \(c_t\) are the model parameters that, respectively, represent the expected value, linear increment, and parabolic increment at time \(t\); \(x_t\) is the predicted value of the \(t\) period; \(x_t\) is the actual value of the \(t\) period.

Considering that the change characteristics in the traffic flow parameters will be affected by holidays, weather, morning and evening peaks, and traffic accidents, the traffic flow parameters are basically stable, change according to a certain rule, and fluctuate irregularly. Therefore, the use of a single exponential smoothing cannot fully adapt to the changing law of traffic flow parameters throughout the forecast period. The change law of traffic flow parameters can be regarded as the accumulation of various changes such as level changes, linear trend changes, nonlinear changes, and periodic changes over time. Therefore, we used DMMAES to forecast, that is, three models were used to predict traffic flow parameters, and the weight of each model was determined through historical data, and the measured value was predicted using the calculated weight and the predicted value of each model.

The DMMAES idea is shown in Figure 3. When predicting the required data, first we calculated the optimal smoothing coefficient of the model based on historical data, and then we performed data predictions separately and adjusted the weight of the model based on the historical data. On this basis, according to the prediction data and weights of each model, the prediction data were fused to obtain the required prediction data. The key of DMMAES is to update the smoothing coefficient and weight of each model.

**Figure 3.** Algorithm concept of dynamic multi-model adaptive exponential smoothing (DMMAES).

### i. Optimal smoothing coefficient dynamic calculation method

We proposed an adaptive exponential smoothing and set the sampling period of traffic flow parameters to 6 min, used the latest 10 periods of data as historical data, and the average of the previous three periods of data as the initial smoothing value, and then predicted the traffic flow parameters for the next period, where the smoothing coefficient \(\alpha\) could continuously follow-up changes in the historical data and make corresponding
adjustments, reducing the impact of changes on objective factors and better follow the principle of minimizing the average absolute error to ensure the accuracy of the prediction results. The calculation process of this method is shown in Figure 4.

**Figure 4.** The calculation process of the adaptive exponential smoothing.

**ii. Multi-model weight vector dynamic calculation method**

After using the exponential smoothing, quadratic exponential smoothing, and cubic exponential smoothing to predict the measured values that need to be predicted, the data predicted by the three methods needed to be fused by weighted summation. Among them, the weight vector was determined according to the average error of the previous 10 periods of each model. The weight vector determination process is shown in Figure 5.

**Figure 5.** The calculation process of the multi-model weight vector.

To calculate the weight vector, the average relative prediction error of the first 10 periods of the three exponential smoothing methods was first calculated, denoted as $R_1$, $R_2$, and $R_3$, and then the average relative error, $\sigma_1 = R_i / \sum R_j$, was normalized and, finally, the weight according to the principle that the error was inversely proportional to the weight...
Assuming that the normalized average relative errors of the three models are $\sigma_1$, $\sigma_2$, and $\sigma_3$, respectively, the model weights are calculated as follows.

Initial weight:

$$\eta_i = 1 - \frac{1}{1 + ae^{-b\eta_i}}$$  \hspace{1cm} (8)

Final weight:

$$\lambda_i = \frac{\eta_i}{\sum \eta_j}$$  \hspace{1cm} (9)

To ensure that the normalization error is 1/3, the step weight is also 1/3, let $a = e^{\frac{b}{2}}$. For the determination of $b$, the difference between the initial weight $\eta_i$ and 1 when the normalization error $\sigma_i$ is 0 is as close as possible to the difference between the initial weight $\eta_i$ and 0 when the normalization error $\sigma_i$ is 1, while ensuring that the approximate linearity has a sufficiently large variation range. According to the principle of $b$ value selection, the following evaluation function is set:

$$g(b) = \ln(\Delta_e - l_e)$$  \hspace{1cm} (10)

where $\Delta_e$ represents the difference between the corresponding initial weight $\eta_i$ and 1 or 0 when the normalized error is 0 and 1. $l_e$ is the length of the interval, where the difference between the initial weight of the two ends of the interval and the initial weight of the center point does not exceed 10% when the normalized error is taken symmetrically with 1/3 as the center.

When the value of $b$ is 1–20, the relationship between the normalized error and the initial weight is shown in Figure 6.

**Figure 6.** The relationship between normalized error and initial weight for different $b$ values.

The variation curve of the evaluation function $g(b)$ with $b$ is shown in Figure 7. It can be seen that when $b = 5$, the evaluation function $g(b)$ takes the minimum value. Therefore, we chose $b = 5$ as the optimal value of $b$. 
3.2.2. Calculate the Predicted Value of the Evaluation Index

According to Formulas (1) to (3), the predicted values of the traffic congestion evaluation indicators can be calculated from the predicted values of the traffic flow parameters including average traffic flow speed \( \overline{\nu} \) (km/h), traffic flow density \( D \) (pcu/km/h), and road saturation \( S \).

3.3. Select Membership Function

According to the literature [22], congested traffic situations are divided into five levels, and the range of values for the level of traffic congestion corresponding to the three indicators used in this paper is clarified as shown in Table 2.

<table>
<thead>
<tr>
<th>Indicator Name</th>
<th>Traffic Congestion Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>( \overline{\nu} ) (km/h)</td>
<td>Unblocked</td>
</tr>
<tr>
<td>(45, +( \infty ))</td>
<td>(45, 45]</td>
</tr>
<tr>
<td>( D ) (pcu/km)</td>
<td>Unblocked</td>
</tr>
<tr>
<td>(0, 10]</td>
<td>(10, 20]</td>
</tr>
<tr>
<td>( S )</td>
<td>Unblocked</td>
</tr>
<tr>
<td>(0, 0.4]</td>
<td>(0.4, 0.6]</td>
</tr>
</tbody>
</table>

Each indicator corresponds to the corresponding traffic congestion level within a certain range. The closer the indicator value is to the critical value of the range, the lower the degree of membership of the indicator belonging to the corresponding congestion level. Therefore, we adopted the trapezoidal membership function to calculate the membership of the evaluation index belonging to a certain traffic congestion level, where the reduced half trapezoidal membership function and the increased half membership function are used for the two traffic congestion states of unblocked and severely congested traffic, respectively. The membership function graph is shown in Figure 8.

**Figure 8.** Trapezoidal membership function of traffic congestion levels.
The horizontal axis represents the value of each indicator; a, b, c, and d represent the threshold value of the indicator corresponding to different traffic congestion levels; \(m_1, m_2, \ldots, m_8\) represent the linear values of the indicator near the threshold at different traffic congestion levels; the vertical axis is “0” indicates that the corresponding indicator does not belong to a certain traffic congestion level, and “1” means that it meets completely. Since the average speed is a negative indicator, the traffic congestion situations corresponding to their value are severe congestion, moderate congestion, light congestion, generally unobstructed, and unobstructed from left to right. The calculation formula of the membership degree of the traffic congestion evaluation index is as follows.

Level 1:

\[
f_1 = \begin{cases} 
1, & x \leq m_1 \\
\frac{m_2-x}{m_2-m_1}, & m_1 < x < m_2 \\
0, & x \gg m_2
\end{cases}
\]  
(11)

Level 2~4:

\[
f_i = \begin{cases} 
0, & x \leq m_i \text{ or } x \geq m_i+3 \\
\frac{x-m_i}{m_{i+1}-m_i}, & m_i < m_{i+1} \\
1, & m_{i+1} \leq x \leq m_{i+2} \\
\frac{m_{i+3}-x}{m_{i+3}-m_{i+2}}, & m_{i+2} < x < m_{i+3}
\end{cases}
\]  
(12)

Level 5:

\[
f_5 = \begin{cases} 
0, & x \leq m_7 \\
\frac{x-m_7}{m_8-m_7}, & m_7 < x < m_8 \\
1, & x \gg m_8
\end{cases}
\]  
(13)

According to the membership function, the membership degree \(l_{ij}\) of the \(j\)th level of the \(i\)th index is obtained, and the membership degree matrix \(L\) of the traffic congestion state space can be obtained as shown in Formula (14):

\[
L = \begin{pmatrix} 
L_1 \\
L_2 \\
\vdots \\
L_i \\
\end{pmatrix} = \begin{pmatrix} 
l_{11} & l_{12} & \cdots & l_{1j} \\
l_{21} & l_{22} & \cdots & l_{2j} \\
\vdots & \vdots & \ddots & \vdots \\
l_{i1} & l_{i2} & \cdots & l_{ij}
\end{pmatrix}
\]  
(14)

3.4. Confirming the Weight of the Evaluation Index

The CRITIC method [54] was proposed by Diakoulaki, Mavrotas, and Papayannakis in 1995. We improved the CRITIC method into an adaptive CRITIC method to determine index weight. The adaptive CRITIC can dynamically measure the uncertainty of the indicators and the correlation between indicators based on the indicator data of the last 10 periods. Therefore, using this method to calculate the weights of traffic congestion assessment indicators can more accurately reflect the actual weights of each indicator in different periods. The steps of the adaptive CRITIC method to determine weight are as follows.

Step 1: Process raw data according to Formula (15) to obtain standardized data.

\[
K_i = \frac{k_i - k_{imin}}{k_{imax} - k_{imin}}
\]  
(15)

where \(K_i\) is the standardized data of the \(i\)th indicator; \(k_i\) is the raw data value of the \(i\)th indicator; \(k_{imax}\) is the maximum value in the raw data of the \(i\)th indicator; \(k_{imin}\) is the minimum value in the raw data of the \(i\)th indicator;

Step 2: Calculate the standard deviation, \(S_i\), of the index \(k_i\); 

Step 3: Calculate the linear correlation coefficient, \(R_{ij}\), between index, \(k_i\), and index, \(k_j\);
Step 4: Calculate the weight of each indicator according to Formula (16):

\[ W_i = \frac{C_i}{\sum_{i=1}^{g} C_i} \]  \hspace{1cm} (16)

where \( W_i \) is the weight of indicator \( k_i \); \( C_i = S_i \sum_{i=1}^{g} (1 - R_{ii'}) \); \( i' = 1, 2, \ldots, g \); \( g \) is the number of indicators.

3.5. Confirming the Level of Traffic Congestion

The fuzzy comprehensive evaluation matrix was obtained through fuzzy comprehensive evaluation:

\[ B = W \cdot L = [b_1, b_2, \ldots, b_j] \]  \hspace{1cm} (17)

where \( W \) is the weight vector of the indicator. According to the principle of maximum membership degree, the level with the maximum membership degree in the fuzzy comprehensive evaluation matrix is selected as the final congestion level. If the maximum value of the final degree of membership is \( b_j \), then the traffic congestion level of the traffic sample at this period is \( j \).

4. Performance Analysis

4.1. Data Description

Due to the experimental conditions, it was impossible to collect traffic flow data in a real 5G-IoV environment. The accuracy and reliability of the scheme were tested using traffic flow data of Yanta North Road in Xi’an. Vehicle speed and traffic volume were collected by roadside microwave detectors and video recordings, respectively. It took 6 min of traffic flow data collection to obtain the average vehicle speed and traffic volume. These data sets were analogous to the sequence data obtained after data interaction and processing in the 5G-IoV environment in Figure 1. The data collection range is shown in Figure 9 for three-lane sections traveling from south to north. The collection time was the whole day on 16 October 2019, with a total of 240 data points.

![Figure 9. Scope of traffic flow data collection.](image)

4.2. Predicted Results of Traffic Flow Parameters

The DMMAES was used to realize the one-step, short-term time-series prediction of traffic flow parameters, and the adaptive smoothing coefficient and dynamic multi-model weight vectors were used to improve the prediction accuracy. The next forecast required updating the real-time traffic flow parameters. Assuming that the traffic flow data of the current sampling period are \( x_0 \), then \( \{x_t \in [1, \ldots, x_{1} \} \) are historical data, and the exponential smoothing coefficient \( \alpha \) and the multi-model weight vector are dynamically adjusted, and it will predict the traffic flow data \( x_{t+1} \) of the next sampling period. In order to verify the effectiveness of the DMMAES prediction algorithm, we used autoregressive integrated moving average (ARIMA), the immune algorithm optimization least squares support vector machine (IA-LSSVM), adaptive cubic exponential smoothing (ACES), and...
DMMAES to predict traffic volume, $f$, and average speed, $\bar{v}_i$. The prediction result is shown in Figure 10.

![Traffic volume and average speed prediction results](image)

**Figure 10.** Traffic volume, $f$, and average speed, $\bar{v}_i$, prediction results.

In order to reflect the accuracy of the prediction results more intuitively, the absolute percentage error was chosen in this paper to reflect the accuracy of the prediction results. The calculation formula is as follows:

$$p_t = \frac{100|y_t - \hat{y}_t|}{y_t}$$

(18)

where $y_t$ is the actual value; $\hat{y}_t$ is the predicted value; $p_t$ is the absolute percentage error.

The histogram of the absolute percentage error of the traffic volume prediction results corresponding to the four different algorithms is shown in Figure 11, and the corresponding absolute percentage error histogram of the average speed prediction results is shown in Figure 12.

![Histogram of absolute percentage error](image)

**Figure 11.** Histogram of the absolute percentage error of traffic volume prediction results.
Figure 12. Histogram of the absolute percentage error of the average speed prediction results.

The average absolute percentage error of different prediction algorithms and their computing time are shown in Table 3. The operating environment of the algorithm is Windows 10 system, the processor was an Intel Core i7-5500U@2.4 Hz, and the memory was 16 G.

Table 3. Comparison of prediction errors and the time consumption of the four algorithms.

<table>
<thead>
<tr>
<th>Data</th>
<th>Prediction Algorithm</th>
<th>ARIMA</th>
<th>IA-LSSVM</th>
<th>ACES</th>
<th>DMMAES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic volume</td>
<td>Average of absolute percentage error</td>
<td>7.3%</td>
<td>4.8%</td>
<td>3.6%</td>
<td>2.7%</td>
</tr>
<tr>
<td></td>
<td>Time consuming (s)</td>
<td>0.83</td>
<td>38.15</td>
<td>0.32</td>
<td>0.62</td>
</tr>
<tr>
<td>Average speed</td>
<td>Average of absolute percentage error</td>
<td>10.6%</td>
<td>6.2%</td>
<td>4.1%</td>
<td>3.2%</td>
</tr>
<tr>
<td></td>
<td>Time consuming (s)</td>
<td>0.81</td>
<td>36.26</td>
<td>0.26</td>
<td>0.51</td>
</tr>
</tbody>
</table>

The experimental results showed that our proposed DMMAES could predict traffic flow parameters well. Through horizontal comparison, it can be seen that the absolute percentage error of the prediction results using DMMAES was better than other algorithms. This was because there were many changing trends in the traffic flow parameters, and DMMAES could better adapt to the changing law of traffic flow parameters, thereby reducing the prediction error. In addition, compared with the artificial intelligence algorithm IA-LSSTM, DMMAES has a simple structure and has a much lower computational complexity than IA-LSSTM and consumes much less time than IA-LSSTM, making it suitable for 5G-LOV prediction of traffic flow parameters on the sensor side.

4.3. Predicted Results of Traffic Congestion Level

According to the predicted results of the average speed, \( v_{t+1} \), and traffic volume, \( f_t \), in period \( t + 1 \), the traffic flow density, \( D_{t+1} \), and saturation, \( S_{t+1} \), in period \( t + 1 \) were calculated according to Formulas (2) and (3), where the number of lanes on the road was three, and the road design had a maximum traffic capacity of 3800 pcu/h.
After determining the divided trapezoidal membership function, according to the value range of the traffic congestion evaluation index shown in Table 1, and calculating the membership matrix, \( L_{t+1} \), of the traffic congestion evaluation index for the period \( t + 1 \), we used the last 10 periods of the traffic congestion evaluation index values as the raw data and the adaptive CRITIC method to calculate the weight, \( w_i \), of each index in the \( t + 1 \) period to obtain the weight vector, \( W_{t+1} \). Figure 13 shows that the weights we calculated can objectively reflect the impact of different indicators on traffic congestion at different time periods.

![Figure 13. Weight of the traffic congestion evaluation index.](image)

Then, the membership degree of each traffic congestion level was calculated by Formula (17) and, finally, the traffic congestion level of the period \( t + 1 \) was determined according to the principle of the maximum membership degree. Figure 14 shows the comparison between the predicted value of traffic congestion and the actual one. There were 230 traffic congestion level prediction data points, of which only seven data points were inconsistent with the actual traffic congestion level, and 10 data points were different from level evaluated only by the average speed.

![Figure 14. Predicted traffic congestion level and actual traffic congestion level.](image)

### 4.4. Application of the TCSA Scheme in Traffic Management

The agglomeration effect of cities has led to increasing pressure on urban traffic operations, and the problem of traffic congestion has seriously restricted the development of towns, especially during peak hours. If scientific and reasonable traffic management is not carried out, the entire road network will be partially congested, and resources will be wasted. In our defined 5G-IoV real-time traffic flow data system, each sensor terminal, such as a vehicle navigation system, coil detection, and video vehicle detection, can detect traffic flow parameters in real time under suitable conditions. The detection and prediction data of each terminal can be fused with each other to improve the detection and prediction accuracy of its traffic flow parameters. Due to the consideration of construction costs, the
hardware configuration of the above sensor terminal was not high. We designed a TCSA scheme with low hardware requirements, fast calculation speed, and high precision.

Based on the classic traffic guidance control system [35,56], we embedded the TCSA scheme in it. As shown in Figure 15, the structure diagram of the traffic guidance control system improved by the TCSA scheme. In the traffic flow information processing link, the TCSA scheme was used to provide the relevant performance indicators \( Z_p(k) \) of each road segment in the prediction time domain, such as traffic flow density, road saturation, average vehicle speed, and road congestion level. Through the performance index \( Z(k) \) of the current road network traffic flow and the proposed value \( Z_s(k) \), the future performance index \( Z_s(k) \) was determined according to the TCSA module, the traffic flow simulation and evaluation module, and the optimal control input in the system. Through the function of the optimizer, the performance index \( Z_p(k) \) was close to the proposed performance index \( Z_s(k) \) so as to realize the output solution of the controller.

![Structure diagram of the improved traffic guidance control system based on the TCSA scheme.](image-url)

The result of the traffic guidance control is realized by the traffic management center in the ITS through the traffic control guidance system to control the time of the signal lights of the city intersection. It shares information with other subsystems through the traffic information center, and the subsystem provides detailed traffic information for the traffic management center. For example, the GPS navigation system provides a traveler with a time-optimized or distance-optimized travel path according to the results of traffic guidance control and the collected vehicle positioning information. The above methods can improve the operation efficiency of the urban road network and alleviate the problem of urban traffic congestion.

5. Conclusions and Future Work

As the front end of the intelligent transportation system, 5G-IoV is used to collect and transmit massive traffic flow data in real-time to ensure the real-time and high efficiency of traffic management. Our research provides a comprehensive solution scheme for the prediction and evaluation of traffic congestion in the 5G-IoV environments. The experimental results show that the TCSA scheme proposed in this paper can accurately predict and evaluate the level of traffic congestion based on real-time traffic flow data, which benefits from the following innovations:

1. The DMMAES prediction algorithm can dynamically adjust the smoothing coefficient and weight of the model according to the changing trend of traffic flow parameters;
2. The membership degree of the traffic congestion index was calculated using the trapezoidal membership function. The boundaries among the various thresholds that conform to the traffic congestion state was not clear, and there was ambiguity;

---

**Figure 15.** Structure diagram of the improved traffic guidance control system based on the TCSA scheme.
The adaptive CRITIC method was used to determine the weights of traffic congestion evaluation indicators, which can reflect not only the conflict between the indicators, but also the impact of the indicators on the traffic congestion in different periods. However, the reasons that affect the accuracy of traffic congestion prediction are very complicated. Within the framework of our proposed traffic congestion assessment plan, there are still some areas that can be improved. In order to develop a more effective traffic management plan, it is necessary to appropriately increase the traffic congestion prediction step size, and at the same time, appropriate traffic congestion indicators should be selected to improve the prediction accuracy. In future work, we will focus on the following challenges:

1. Enhance 5G-IoV perception capabilities, such as the ability to perceive weather changes and traffic accidents;
2. Increase the traffic flow prediction step size without reducing the prediction accuracy;
3. Add new traffic congestion evaluation indicators and propose corresponding weight calculation methods. Next, we will consider the impact of weather conditions and the service level of public transportation near roads on traffic congestion and try to develop a combination of a subjective and objective weighting method to determine the index weight.
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