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Abstract: Point-of-interest (POI) recommender systems (RSes) have gained significant popularity
in recent years due to the prosperity of location-based social networks (LBSN). However, in the
interest of personalization services, various sensitive contextual information is collected, causing
potential privacy concerns. This paper proposes a cascaded privacy-preserving POI recommendation
(CRS) framework that protects contextual information such as user comments and locations. We
demonstrate a minimized trade-off between the privacy-preserving feature and prediction accuracy
by applying a semi-decentralized model to real-world datasets.

Keywords: recommender system; privacy preserving; POI recommendation; collaborative filtering;
clustering

1. Introduction

The development of recommender systems accelerated during the past decade in
different fields such as online shopping, streaming services, and point-of-interest (POI)
recommendations. People have cultivated a habit of surrendering various life details in
exchange for the powerful tool, colloquially known as the recommender system, in coping
with information overload. However, as the awareness of privacy issues continues to grow,
more and more general data protection regulations and consumer privacy acts are being
implemented worldwide [1–3].

Traditional recommendation methods, e.g., matrix factorization [4], infer users’ pref-
erences on items using only the implicit or explicit feedback data. Over the years, newer
models have integrated more contextual information to generate better and more accurate
predictions. From timeSVD++ [5], factorization machine [6], to the neural network with
attention-based novel RS models [7], recommendation methods keep including more forms
of sensitive user data.

Furthermore, privacy concerns have started to arise from the framework of traditional
recommender systems. In the area of POI recommendations, users employ their end devices
to for restaurant and gas station recommendations, as well as for many other places that
might interest them. While the users enjoying the convenience brought by a recommender
system, it collects sensitive data such as private user profiles or interaction records from
personal devices and stores them in a centralized server. Should there be any data breach or
mismanagement, all private data may be at risk which could lead to severe consequences.

Over the years, researchers have experimented with many different privacy-preserving
methods to lower the risks of privacy breach issues. For example, decentralized RS aims
to push off the computation entirely to the users’ end [8], removing the need for saving
any sensitive data. In contrast, the k-anonymity based-RS, which keeps the central server,
hides user identities and broadens certain sensitive information [9]. Other methods such as
obfuscation focus more on perturbations and noise injection [10]. However, each technique
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still faces unique challenges today. For example, K-anonymity-like algorithms are espe-
cially vulnerable to reverse engineering when platforms purposely collect any available
contextual user information; decentralization requires more communication among users
and more computing powers from each device; Obfuscation, although easy to implement,
may cause the original data to be no longer available.

In 2020, we proposed a group-based RS where ratings are spread out among user
devices to accumulate sufficient information for forming groups in order to enhance identity
obfuscation [11]. The performance showed reasonable trade-off compared to its centralized
counterpart demonstrating the effectiveness of user groups in POI recommendation.

In this paper, we present the cascade recommender system (CRS), a novel framework
with a cascade structure that integrates and processes sensitive data differently at various
levels while maintaining high prediction accuracy. Generally speaking, the data in our
proposed model are processed in three different levels. Firstly, we make use of clustering
methods to replace users with centroids based on users’ feedback on their visited POIs
and their estimated locations. At the same time, we extract user reviews from local POIs
to calculate POI similarities using the Doc2Vec method [12]. Secondly, we conduct our
recommendation algorithm using the centroids’ information to generate several data frag-
ments for users to download in order to reconstruct an imputed centroids preference matrix.
Finally, after the reconstruction, the users’ mobile devices will impute the users’ missing
preferences to compare against their own, thus obtaining the final recommendations. Based
on two large-scaled location-based social network (LBSN) datasets, the test results show a
satisfying accuracy of POI recommendations under a secure framework.

Our main contributions are summarized as follows:

• We propose a cascade recommendation framework for POI recommendation, whereby
sensitive user information is processed at different levels to accommodate the gradually
unsecured environment. The multiple aggregator servers added to the model ease the
extra computational privacy cost on the central server and user devices.

• We propose to sever the connection between contextual information such as text
comments and user identity while keeping it serviceable. Our model collects and
uses such information, but when the processed information is fed to the central server,
the highly processed information cannot retrace the customers.

• We conduct experiments on real-world publicly available datasets, and the results
demonstrate the effectiveness and a reasonable trade-off.

The remainder of the paper is organized as follows. Section “Related Work” discusses
topics pertinent to the proposed research. “Proposed Model and Methodology” depicts the
problem and our approach. In section “Datasets and Experiment”, the datasets and results
are presented. Finally, the conclusions and future work are given in Section “Conclusion
and Future Work”.

2. Related Work

In this section, we review related background context and techniques which were
utilized to develop our model, including conventional recommender systems, privacy-
preserving recommender systems, user comments embedding, and clustering methods.

2.1. Conventional Recommender Systems

There are a variety of models and approaches on the traditional point-of-interest (POI)
recommender system (RS) and they can be differently categorized by various standards.
For example, a broad categorization of the RSes can be content-based RSes [13], collabora-
tive filtering (CF)-based RSes [14], and hybrid RSes that are a combination of multiple kinds.
Collaborative filtering, as one of the most well-known recommendation techniques, focuses
on finding user preferences from similar user–item interactions. After reviewing enough
feedback, these RS models carry out a set of predictions by filtering down the entire item
set for a new user using the knowledge obtained from similar users. The models assume
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that users with similar behaviors tend to interact with similar items or locations. Within CF-
based RS models, there are a large number of variants including the matrix factorization
(MF) models [4], regression-based latent factor models [15], Bayesian personalized ranking
models [16] and deep MF models [17].

Due to the nature of POI recommendations, POI RS is heavily associated with LBSN.
Figure 1 shows the diagram of data flow for a POI recommender system based on LBSN.
Aside from collecting direct user feedback, more contextual information including sensitive
personal data are also being stored.

In recent years, researchers increasingly focused on analyzing auxiliary information from
users and POIs. Although RS models mainly use user feedback directly to predict future user
actions, integrating auxiliary information vastly increases the models’ performance. Thus, in
another dimension, traditional recommender systems can also be categorized by the auxiliary
information it focuses on to enhance the results. The earlier auxiliary information on which
most researchers focused was the temporal effect, such as users’ check-in time and visiting
frequency [5]. This kind of study first focused on the temporal effect independently (time-
aware RS) and later successively (sequence-aware RS) [18]. Meanwhile, the geographical
information is an especially important trait for POI recommendations [19] and many interesting
traits uniquely appear in this field. For example, users are usually active in only one city,
and their visiting behaviors are often bound by where they live [8]. Moreover, the users’
text comments also play an increasingly critical role in POI RSes due to the advancement
from the field of natural language processing. Not only can researchers more accurately
predict user behavior, but they are also able to make the machine decisions explainable [7].
Lastly, even though integrating user social relations is not as popular as previously mentioned
auxiliary information, some researchers improved their results with the help of social network
information [20]. Indirect methods such as group-based POI recommendations have also found
ways to use the relationships among individuals and the group in which they are to boost
prediction accuracy [21]. Recently, correlations have also been found between long-distance
visits and social relations [22].

Figure 1. The framework of a traditional centralized POI recommender system above an LBSN.
The users’ private information is collected by location-based social networks and aggregated in the
central server.

2.2. Privacy-Preserving Recommender Systems

Because of the ever-increasing privacy risks that recommender systems face, re-
searchers have proposed different methods and models over the years. The first approach is
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through distribution. Two typical examples were completely distributed recommender sys-
tems [8] and the federated recommender systems [23]. The former pushes the computation
burden entirely to the user-end, meaning that each user has their separate private data and
recommendation model. In contrast, the latter only requires the private data to be stored on
each user’s device while a central server learns the neural network through gradient aggre-
gation. The second most popular method is obfuscation, such as randomized perturbation.
The idea is to protect users’ original private data by adding extra noises. As a traditional
privacy-preservation technique, it has been frequently used in RS models [10,24–26]. At last,
the third type is by adding cryptographical protocols to secure users’ identities and data
transmission [27–30]. The advantage is that there is no or little sacrifice of the performance
of the RS model, but the downside is it requires extra computation power or time.

As mentioned before, in our previous work [11], a two-layered system was proposed,
employing clustering and grouping as a means for obfuscation. Instead of focusing on
improving the prediction accuracy of individuals’ preferences as in [21], the grouping
mechanism was implemented as a way for further concealing users’ identities. While the
experiment showed a promising trade-off between the privacy-preservation feature and
prediction accuracy, both of them have much room for improvement.

Despite their differences, privacy-preserving recommender systems (PPRS) share the
same categorizations, compositions, and challenges due to the fact that they are derived from
traditional recommender systems. However, from the perspective of privacy preservation,
the privacy of the utilization of auxiliary information has not been studied as thoroughly
as direct user feedback such as user ratings or approvals. In this paper, we share ways for
protecting and safely collecting different contextual information in a POI recommender system.

2.3. Clustering Method

Data clustering is a popular data mining technique as well as a way to mask or
obfuscate private user information. Since clustering is an integral part of our experiment,
we briefly mention the differences among the grouping algorithms, including k-means,
spectral [31], DBSCAN [32], and fuzzy c-means [33].

k-means, probably the most well-known clustering algorithm, groups n observations
into k clusters with the nearest mean. On the other hand, spectral clustering treats the
grouping task as a graph partition task. Both k-means and spectral clustering require a
predefined number of groups. In addition, DBSCAN clustering is based on the number of
observations in a certain radius, i.e., density. Compared to the former methods, it is better at
eliminating outliers, and most importantly, does not require a predefined k. Lastly, the fuzzy
c-means (FCM) algorithm is a soft clustering algorithm because it assigns observations to
different clusters by percentage instead of assigning an observation entirely to one group.

It is worth noting that relying on customers to be physically close to each other while
there is always Wi-Fi Direct can be challenging in real-world scenarios. Therefore, compar-
ing with the work in [11], we add a layer to use aggregator servers to actively aggregate
user information. Consequently, to reflect this change, we need users’ GPS information
to establish the hypothetical locations of aggregator servers. Since this information is
not readily available, especially in our dataset, we use the user-visited POIs’ public GPS
information to estimate their locations. However, the original k-means can no longer satisfy
the current system due to how user affinities are constructed. To still perform the clustering,
we tested extensively on clustering methods, especially DBSCAN, which automatically
decides the number of clusters but finally chose to use spectral clustering, which is more
potent for locational classification.

The finished framework does not involve all of the clustering methods mentioned above,
but the choice of picking is based on the comparison of each one’s final results.

2.4. User Comments and Word Embedding

In most e-commerce and LBSN websites, users can write free-text reviews along
with an explicit or implicit rating. The text comment feedback can be very informative
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in the sense that it contains the evaluation and subjective opinions toward a product or a
place from multiple perspectives. The review information weighs separately in potential
customers’ minds when choosing the next place to visit. This is especially true in POI
recommendations since there are often limited ratings for unpopular places.

Some studies, such as [34,35], focus on preprocessing user comments, and these
models aim to separate normal comments from “bad” comments (irrelevant comments,
advertisements, or scams). Others, such as [36–38], integrate user comments to affect the
latent factors for users and items while training. However, better results have been found
for integrating speech recognition and natural language processing (NLP) [39]. In [7],
Chen et al. proposed a neural attentional regression model with review-level explanations
(NARRE) to evaluate user reviews while generating accurate predictions.

In our model, word embedding is used to find the association among the POIs with
similar comment sections. The term “word embedding” refers to the problems in NLP
where we want similar vectors to represent similar texts. Specifically, we use “Doc2Vec” [12],
an unsupervised algorithm to generate vectors for a document, to convert user comments
to vectors. This algorithm is an extension of the algorithm “Word2Vec” [40] that generates
vectors for a single word.

The motivation for integrating such a feature is because privacy-preserving POI
recommender systems such as [8,11,23] tend to ignore such commonly existing LBSN
resources. Additionally, the clustering processes in our framework narrow down available
user records, rendering other contextual information more invaluable. However, there is
a strong connection between user comments and their identities. Thus, “Doc2Vec” came
into place to vectorize the text information, making it impossible to convert the vector
back. Additionally, the evaluation method for such vectorization is difficult to establish
considering the already complicated system. Different text datasets were tested on the
training of the “Doc2Vec” model, such as comments from the same city, general words,
or nationwide POI comments. Eventually, we decided to experiment using the non-private
POIs’ similarities based on vectors to regularize the private features in our loss function.

Subsequently, the system has many moving parts, and an optimal controller becomes
immediately necessary, which will be discussed in the later sections.

3. Proposed Model and Methodology

This section introduces the model from its overall structure, to the notations, as well
as problem definitions. Meanwhile, the details of the framework is depicted as well and
the formulation is explained.

3.1. Overall Structure

As Figure 2 shows, physically, there are three significant components in this model.
The first part is the users’ mobile devices where raw data are preprocessed and final rec-
ommendations are generated. In each user’s POI recommendation application, the device
keeps records of their private information, such as the locations they visited and the com-
ments they left. Specifically, each device needs to carry out three data processing tasks
corresponding to each type of private data. (1) Each user’s comments are vectorized using
the embedding tool “Doc2Vec”. (2) The mobile device uploads user feedback through
secure ad hoc P2P Wi-Fi Direct to the nearby aggregator server. (3) The user’s device up-
loads a package containing recent anonymized ratings and matching vectorized comments.
In the first component, the environment is comparatively secure and the data process level
is low, meaning that it is closer to raw private user data.

Additionally, it is worth mentioning that mobile devices are also in charge of gener-
ating random user IDs when the connection is established. In other words, even when
multiple connections were initiated by the same user at the same place over certain time,
the user cannot be identified.
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Figure 2. The overall model structure and the tasks of each component as well as the data flow.

The next component’s primary task is the user clustering on the aggregator server.
The clustering is based on each user’s uploaded ratings and their estimated GPS locations
using the locations of the POIs they visited. Note that we do not require the user’s address
nor does the framework require any information on the real-time user location. When an
aggregator server collects enough ratings, e.g., 1000, it then performs the clustering and
transfers the results to the central server. Moreover, user ratings and their comments are
detached and uploaded separately. In this component, the data are further processed to
cope with the less secure environment.

In the third component, its task is similar to a conventional non-privacy preserving RS.
The centroids collected from all the aggregator servers are treated as physical users, and the
model is then trained with “user” ratings and comments. At this point, the trained model
should have generated all the necessary fragments, such as lower-ranked decomposed
matrices from the rating matrix factorization, to reconstruct the rating matrix. In order
to receive recommendations, users need to download these fragments to reconstruct the
imputed rating matrix on their devices. In the last component, the central server, sensitive
data such as user ratings, locations and reviews are substantially processed to minimize
the potential data breach risks.

3.2. Notations and Problem Definitions

Suppose we use u to denote a user (customer) and i an item (POI); then U and I are
the user and item sets, where u ∈ U and i ∈ I. A rating rui indicates the preference of user u
over item/POI i. In our datasets, each rating rui ∈ [1, 5] where 1 indicates the least favored
and 5 indicates the most favored. Furthermore, we use r̂ui for predicted ratings, and rui for
their observed counterparts. All the observed and unobserved rui together form the matrix
R. Now, if we decompose it into two lower-ranked matrices, the column vectors pu and qi
of each matrix represent the user and item latent factors, respectively.

A generic matrix factorization procedure can be regarded as an optimization problem,
as shown below:

min
pu ,qi

∑
rui∈R

(rui − r̂ui)
2 + λ(‖qi‖2 + ‖pu‖2) (1)

In our framework, however, user comments are taken into consideration on the central
server and we use centroid ratings instead of user ratings. The rationale behind our changes
to the above objective function is that there may be potential patterns that each user follows
when reading other users’ comments to make their decisions to visit. Therefore, we want
to reflect the weight of such effects by introducing POI similarities calculated from the
vectorized user comments. If we define sij as the similarity between two POIs i and j based
on the user impression of their comment section, we have the similarity matrix Sc and the
updated objective function is as follows:

min
pu ,qi

∑
u,i∈R

(rui − r̂ui)
2 + α(‖bu‖2 + ‖bi‖2 + ‖pu‖2 + ‖qi‖2) + β ∑

j∈N(i)
sij(qi − qj)

2 (2)
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where sij ∈ Sc; bu, bi and N(i) represent the user bias, item/POI bias and the set of item i’s
neighbors, respectively; α and β are two different learning rates of the regularization terms.
If we define eui = rui − r̂ui, then we have the following update functions. Suppose we let
L represent the loss function above; then, the gradients with respect to pu and qi can be
calculated as follows:

∂L
∂pu

=
∂

∂pu
((rui − pu · qi)

2 + α‖pu‖2)

= −2qi(rui − pu · qi) + 2αpu (3)

∂L
∂qi

=
∂

∂qi
((rui − pu · qi)

2 + α‖qi‖2) + β ∑
j∈N(i)

sij(qi − qj)
2

= −2pu(rui − pu · qi) + 2qi(α + β

 ∑
j∈N(i)

sij

)− 2β ∑
j∈N(i)

sijqj (4)

We use θ to globalize all terms’ learning rate; then, the corresponding update protocols
are as follows:

bu ← bu + θ(eui − αbu) (5)

bi ← bi + θ(eui − αbi) (6)

pu ← pu + θ(eui · qi − αpu) (7)

qi ← qi + θ(eui · pu − (α + β

 ∑
j∈N(i)

sij

)qi + β ∑
j∈N(i)

sijqj) (8)

After settling the update protocol, we can use the classic stochastic gradient descent
(SGD) to optimize the aforementioned objective function. In addition, it is important to
mention that even though we use centroids’ ratings on the central server, all centroids are
still referred to as users to prevent excessive notations. However, in order to obtain all
the centroids, a clustering task must be conducted on the aggregator server, as mentioned
previously. We tested various clustering methods and chose kernel spectral clustering due
to its better performance in terms of prediction accuracy.

Furthermore, in order to perform such clustering, we first construct the affinity matrix
S by calculating the users’ similarities. Suppose Sr is the user similarities based on user
ratings, while Sl is based on estimated user locations. We then have the following equation:

S = α′Sl + (1− α′)Sr (9)

where α′ is the weight ratio of the two similarities and Sr is imputed based on the Pearson
correlation coefficient (PCC) of users’ ratings. Specifically, if we use µ to denote user mean
rating, for any pair of users a and b, the similarity between the two is defined as:

sab_PCC =
∑i∈Iab

(rai − µa) · (rbi − µb)√
∑i∈Iab

(rai − µa)2 ·
√

∑i∈Iab
(rbi − µb)2

(10)

On the other hand, to complete the construction of Sl , the users’ locations need to be
estimated using the GPS locations of their previously visited POIs. If we let Latu and Lonu
represent the latitude and longitude of a user, respectively, and Iu represents the set of all
POIs that a user visited, then we have the following equations:

Latu =
1
|Iu| ∑

i∈Iu

Lati (11)
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Lonu =
1
|Iu| ∑

i∈Iu

Loni (12)

where Iu denotes all the POIs that the user u has visited.
Finally, after the clustering, the aggregator servers can upload the centroids to the

central server to finish the previously mentioned optimization according to Equation (2).
Afterwards, the users can download bu, bi, pu and qi to their personal devices to reconstruct
the complete centroid rating matrix R̂. To receive personalized recommendations, a user’s
personal device needs to calculate the weighted average ratings of the top similar centroids
by checking its private rating records against all centroids, thus applying the following
equation:

r̂ūi = ∑
v∈U

s̄ūvrvi

/
∑

v∈U
s̄ūv (13)

where ū is the target user and s̄ is the vector containing similarities between the target user
and all centroids. The similarities were also calculated according to Equation (10).

Furthermore, we use Te and Tr to denote the test set and training set in later sections.
For a complete summary of the notations, please refer to Table 1.

Table 1. Notation summary.

Notation Description

U User (centroid) set
I Item (POI) set
R Rating matrix
r Observed rating
r̂ Predicted rating

pu The column vector representing the latent factors of user u
qi The column vector representing the latent factors of item i
bu User (centroid) bias
bi Item (POI) bias

N(i) Neighbor set of item i
L Loss function
e The error between the observed rating and predicted rating
θ Global learning rate
sij Similarity between item (POI) i and item (POI) j
Sc Similarity matrix based on comments
Sr Similarity matrix based on ratings
Sl Similarity matrix based on locations
µa The mean rating of all ratings from user a

Latu The estimated latitude of user u
Lonu The estimated longitude of user u

ū A real user (cannot be considered a centroid)
s̄ The similarity vector between a real user and all centroids

Tr Training set
Te Test set

3.3. Implementation

In order to better illustrate the implementation of the theory mentioned at the be-
ginning of the article, we compare hypothetical real-world scenarios with our conducted
experiment.

First of all, we sorted all datasets in temporal order from the perspective of time
awareness. In reality, one cannot depend on interactions that happen in the future to find
the affinities between current users to perform personalization. Thus, we put user records
into a timely sorted “buckets” list, where each bucket represents a time window.

In the previously described theory, the users share anonymized personal information
via a secure ad hoc P2P network with the nearest aggregator server, which naturally reflects
the user’s active visiting area. Since there are no physical user devices in the experiment,
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this step is reproduced by estimating the users’ GPS locations using the geographical
information of the visited POIs. At the same time, we vectorize the text comments left by
device owners, removing any trace before leaving their host devices. In the implementation,
“Doc2Vec” is used to convert user text comments into various vectors. It is worth noting that
since the user IDs are anonymized, geographically or temporally separated data sharing
will be considered from different users.

The proposed theory devotes a lot of effort to the clustering of users. This is not only
to further obfuscate the users’ identities but also to find the “trend” of the users of the
present location. To implement this part in the experiment, we use users’ shared ratings in
the current “bucket” and their estimated locations to calculate the similarities among the
users. After the clustering, a set of centroids will be generated on the aggregator servers
and sent to the central server. In the experiment, we treat the centroids as new users with
index-based IDs.

Then comes the matrix factorization on the central server, where there is no difference
between the real-world scenario and the experiment. This step focuses on improving the
imputation of the rating matrix and dimensionality reduction. It will be faster when users
download the smaller-sized required “fragments” to rebuild a complete rating matrix.

Finally, the users can use their protected private information to compare against
the imputed centroids rating matrix to see what “trends” they belong to more. In the
experiment, the top similar centroids ratings will be extracted, and a weighted mean is
taken to impute the current user’s rating vector.

4. Datasets and Experiment Results

In this section, we first introduce the datasets we use for training and testing the
cascade recommender system (CRS) model. After the introduction of the metrics and
evaluation methods, the proposed CRS, another two privacy model, as well as a non-
privacy model are empirically compared by the same standards and procedures. Lastly, we
show the tuning methods and the effects of parameters on model performance.

4.1. Datasets

Two areas are chosen from Yelp’s real-world POI feedback dataset, Champaign–Urbana
metropolitan area and the city of Phoenix [41] (https://www.yelp.com/dataset (accessed
on 1 September 2021)). Both sets fetched the information between January 2007 and De-
cember 2017. The Champaign-Urbana area was chosen for its small scale and concision.
In contrast, Phoenix is one of the areas with the largest amount of feedback data in the
entire Yelp business review dataset. However, both are significantly sparse compared to
conventional RS datasets such as MovieLens [42]. The statistics of the two areas can be
found in Table 2.

Table 2. Datasets statistics.

Area Users POIs Ratings Density

Champaign-
Urbana 11,953 1579 33,990 0.1802%

Phoenix 204,887 17,213 576,700 0.0163%

Moreover, there is no repeated feedback meaning that each user can only rate a place
once. Figure 3 shows the distribution of the user rating numbers from Phoenix with a base
2 logarithmic scale on the y axis.

https://www.yelp.com/dataset
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Figure 3. The user rating distribution (Phoenix). The X axis represents the numerical user IDs starting
from 1. For example, if we have 10 users, they will be numbered from 1 to 10. The Y axis is the
number of ratings they have left and it is on log scale to show a clearer distribution.

The datasets contain features such as user IDs, POI IDs, explicit rating feedback,
timestamps, user text comments and POI GPS information. As previously noted, an explicit
rating can only be {1, 2, 3, 4, 5}. Since Yelp does not collect user GPS information in real
time, we can only estimate their active visiting area. For privacy reasons, the estimation
is necessary both in the experiment and in practice. Assuming that all users decided to
disable GPS tracking, the location of POIs can be utilized instead. Since the GPS information
of each POI is not private and publicly available, it is more than viable to be utilized as
a source to estimate each user’s fuzzy position without privacy concerns. For example,
if we determine that a user is only active in the downtown area, it is helpful to eliminate
some unnecessary recommendations in suburban areas. Figure 4 shows the plot of the POI
locations from which we can almost see the city’s shape.

Figure 4. The user visiting locations (Phoenix). Each point represents a user visiting a real-world
geographical location. (Abscissa: the latitude; Ordinate: the longitude).

4.2. Metrics and Evaluation Methods

We use both root mean square error (RMSE) and mean absolute error (MAE) to
evaluate the model’s prediction accuracy to better study the trade-off between privacy
preservation and the RS model’s accuracy. The following Equations (14) and (15) show the
details of the definition:

RMSE =

√
∑u,i∈Te(rui − r̂ui)2

n
(14)
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MAE =
∑u,i∈Te |rui − r̂ui|

n
(15)

where Te is the entire test set and n is the number of ratings compared.
Meanwhile, the experiment was designed in a way to reflect real-world scenarios. First,

a time-dependent cross-validation method is conducted, ensuring the time dependencies
among all the training–test pairs. For any training set, the ratings given by the users are in an
earlier time state than any ratings in the corresponding test set. Moreover, the window size of
each training set is built through the number of ratings uploaded by the aggregator servers.

Second, the user GPS information is estimated by the locations of POIs that this user
visited to avoid the need for private user information. Since the locations of POIs are not
private, an estimation of a user’s active area using such information is sufficient considering
the correlation between a user’s physical location and their active visiting areas.

Third, all comments in the experiment can be collected beforehand due to its non-
private nature, better assisting the “Doc2Vec” neural network’s training. Unlike the older
centroids’ preference information, the information from comments can be accumulated
due to their less significant temporal effect on semantics. In reality, even comments from
different areas can be collected and utilized simultaneously to collaboratively build a more
robust word embedding model. Algorithm 1 describes the procedure of model training
and testing.

Algorithm 1: CRS Model Training/Testing Algorithm.
Input: Preprocessed training sets {Tr1, Tr2, . . . Trn}, preprocessed test sets { Te1,Te2,

. . . Ten }, the POI similarity matrix Sc, and the POIs’ GPS information
Output: MAE, RMSE

1 for each training set Tri do
2 Calculate each user’s longitude Lonu and latitude Latu according to

Equations (11) and (12)
3 Construct affinity matrix S based on Equations (9) and (10)
4 Perform clustering to generate the centroids’ rating matrix R
5 for each rui in R do
6 Calculate the gradients of L with respect bu, bi, pu, and qi
7 Update iteratively according to Equations (5)–(8)
8 end
9 Reconstruct the centroids’ rating matrix R̂

10 for each rūi in the corresponding Tei do
11 Calculate the corresponding r̂ūi according to Equation (13)
12 end
13 Calculate RMSEi and MAEi according to Equations (14) and (15) (We calculate

RMSE for the convenient averaging)
14 end
15 Calculate the average RMSE and MAE
16 return RMSE and MAE

4.3. Results and Comparison

This section compares our framework with three other models: a baseline model,
a purely decentralized model and a federated RS model. Afterwards, we briefly show the
overall improvement in contrast with our preliminary work in [11].

• We start by choosing the well-known biased matrix factorization (MF) [4] as the base-
line model. It is a non-privacy centralized RS model with simple structures and reliable
performance, and this model was thoroughly studied and constantly compared.

• The federated recommender system, MetaMF [23], has a distinct advantage in terms of
privacy protection and providing exceptionally accurate predictions. Despite requiring
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a global model on a central server, this method distributes its training to multiple local
devices, reducing the risk of leaking private user data.

• The decentralized recommender system (DMF) [8] is a purely distributed privacy-
preserving recommender system that relies on matrix factorization and gradient
exchange. Due to its distributive framework, the only leakage risk of data is the loss
function’s gradient. Each user has a dynamic global and personal model combined,
making the hacking even harder.

We compare our CRS with the three aforementioned models with the classic biased
MF as the baseline. For fairness, the data filtering methods and preprocessing are the same
for all models involved. The overall results are presented in Table 3. It is worth noting that
even though the scales of the two areas are different, we strive to show the same detail in
our results presenting the results from each training–test pair. The fold size is 1000 ratings
for the dataset of Champaign-Urbana and 3000 ratings for the city of Phoenix. The RMSE
and MAE of each fold are shown in Figures 5–8.

Table 3. Average Result Comparison (Champaign-Urbana).

Champaign-Urbana

Model Name Biased MF CRS MetaMF DMF

RMSE 1.1966 1.1685 1.3942 1.4984
MAE 0.9537 0.9494 1.1268 1.2018

Phoenix

Model Name Biased MF CRS MetaMF DMF

RMSE 1.0463 1.0482 1.3647 1.4534
MAE 0.8247 0.8235 1.0647 1.0872

Among the four compared models, the CRS has the best performance in terms of
accuracy. The CRS is close to the baseline, the non-private centralized recommendation
model. In specific folds, the performance for the CRS is even better. All the models use the
same training and test datasets. The following subsection will discuss the tuning of models
and hyper-parameters.

Figure 5. The RMSE comparisons among the four models for each training–test dataset pair
(Champaign-Urbana). The dataset is partitioned chronologically. (Abscissa: value of RMSE; or-
dinate: index of folds).

The testing procedure mimics real-world scenarios where recommendations are tem-
porally given in succession. In other words, only old data can be used to predict newer
data. The previous test set will be the training set in the subsequent round of testing.
As the result figures have shown, each inflection point reflects a result from a training–test
pair. To maintain a steady curve of accuracy, we choose to maintain the same number
of ratings in all of the training and test set instead of having the same time span from
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user ratings. This is also to ensure that we have enough records for each time period for
generating recommendations when simulating the real-world scenario.

Figure 6. The MAE comparisons among the four models for each training–test dataset pair
(Champaign-Urbana). The dataset is partitioned chronologically. (Abscissa: value of MAE; Or-
dinate: index of folds).

Figure 7. The RMSE comparisons among the four models for each training–test dataset pair (City of
Phoenix). The dataset is partitioned chronologically. (Abscissa: value of RMSE; ordinate: index of folds).

Figure 8. The MAE comparisons among the four models for each training–test dataset pair (City of
Phoenix). The dataset is partitioned chronologically. (Abscissa: value of MAE; ordinate: index of folds).

For both RMSE and MAE, the CRS shows a very steady and good performance on
both datasets in an environment that is very close to real-world settings. Compared to
DMF, the CRS does not push all the computing burdens onto the users’ end, ensuring
an easier, more light-weighted way of generating recommendations. At the same time,
the CRS’s central server relies on the data that are already processed by the aggregator
server, making the model’s training process more accessible and faster. The CRS is also
more modulized and detachable compared to the federated learning-based recommender
systems. In comparison to its previous prototype [11], the average value of MAE falls from
1.118 to 0.949.
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In terms of privacy preserving, unlike other privacy RS models, users in CRS anony-
mously and dynamically share private information with the aggregator server on an ad hoc
P2P network via Wi-Fi Direct. In other words, each time a user shares information, their
IDs are temporary and different. Moreover, contextual information such as text comments
and GPS information is protected and preserved. Other privacy-preserving models such
as DMF and MetaMF require that users have a constant identity in order to maintain a
long-term communication.

4.4. Parameters and Tuning

The previous sections introduced the CRS model from three aspects: the users’ mobile
devices, aggregator servers and the central server. Since various parameters can directly
affect the result in CRS, we connect the discussion of parameters with these three parts
correspondingly for easier understanding.

• During the aggregation stage, there are two crucial parameters. First, the performing
of the clustering is based on the affinity matrix according to the Equation (9). In this
equation, α′ denotes the ratio or weight of either part in building the final affinity
matrix. Second, the number of centroids, n_clusters, is required due to the clustering
method we chose.

• On the central server, we have the number of latent factors k, the global learning rate
θ, and each specific learning rate α and β of each term from the loss function. We used
n_epochs to denote the number of epochs used in SGD for each training process.

• On users’ mobile devices, after users reconstruct the imputed rating matrix, they
will compute their personalized predictions according to Equation (13). During our
experiment, we found that not including all centroids yields more accurate results.
Here, we use n_centroids to denote the number of centroids involved.

Due to the number of parameters, broad intervals and contentiousness, we seek an
automatic approach to our model tuning instead of brute-force searching or heuristic random
guessing based on human experiences. In the field of optimal controls, researchers have made
significant progress during the past decade on adaptive control schemes and solving nonlinear
systems [43,44]. However, since this is our initial attempt to adopt such methods, our strategy is
to combine the use of a developed library with stable performance [45] and manual intervention.
Therefore, we adopted a Bayesian optimization framework wherein the model’s performance
is treated as a sample from a Gaussian process. This approach, proposed by Snoek et al. [46],
considers the entire training–test process as a continuous function.

According to the authors, the Bayesian optimization method reduces the heavy com-
putation task of finding the close-to-optimal combinations of parameters by using proxy
optimization. In the beginning, we construct a function that wraps up our entire algo-
rithm (Algorithm 1). In other words, instead of optimizing each part of our framework,
we include all parts of the algorithm and put them into one “function.” The number of
observations keeps growing as our program runs, and a posterior distribution is gradually
built. Each time a parameters–error pair is plotted, exploration strategies such as the upper
confidence bound and expected improvement are used to determine the next set of param-
eters to try. The number of steps to find optimal parameters is claimed to be minimized
compared to a brute-force strategy. Specifically, in our experiment, we use the method to
estimate the range of optimal parameters in the tuning process and to perform manual
fine-tuning. For example, we would combine the observed parameters from different
top-ranked results and increase or decrease specific parameters to see whether a better
performance can be achieved.

In CRS, we set α′ to 0 to maximize the effect of user location. However, this does not
mean it is always a better choice to exclude all contributions from the similarities based on
user feedback. For example, Figure 9 shows the comparison of the final RMSE by selecting
different α′ in 1.0, 0.9, 0.8 . . . 0.0. n_clusters is set to 6. It is worth noting that the best result
was achieved when k is 1. This may be caused by the sparsity of the dataset and that the
data are clustered. For the coefficients of the loss function, θ, α and β are set to 0.12, 0.02
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and 0.6, respectively. For each round of training, n_centroids is as small as 20 to achieve
convergence. Finally, n_centroids is set to 9.

Figure 9. The impact on the average RMSE value from changes on α′ in Equation (9) (Champaign-
Urbana). The α′ indicates the weight of geographical similarities among the users played in the
affinity matrix S.

5. Conclusions and Future Work

In this paper, we propose a privacy-preserving POI recommendation framework
CRS that utilizes ad hoc wireless peer-to-peer communication and user clustering. This
framework, while having the advantage of automatically estimating users’ location, can
also obfuscate users’ text comments. By adopting a cascade structure, the CRS processes
risky data under secure connections and uploads processed secure data when facing a
potentially malicious environment. Separated into three parts, the CRS keeps the most
vulnerable data on the users’ end while pushing the well-prepared data to the central server.
Because of the nature of clustering, CRS has excellent scalability as well as geolocational
awareness. Furthermore, we mimic a real-world scenario by preparing the cross-validation
folds temporally sequential. Under such a testing strategy alongside real-world datasets,
the CRS shows a performance close to a centralized non-private model.

Meanwhile, the CRS framework does face some difficulties when facing different
datasets or uncertain real-world situations. Two major challenges remain the need for
ample input and its severance on the connections between the users and their historical
information. The former one is caused by the nature of CRS where constant clustering is
required. The latter one, even though protecting the user from being traced, will cap the
personalization performance since personal historical records cannot be accumulated to
further improve the accuracy of the predictions.

In the future, we would like to investigate the impact of more advanced contextual in-
formation processing tools in CRS. In addition, we will develop more on the communication
among the aggregator severs, possibly with transfer learning and gradient exchanges.
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