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Abstract: In this paper, a multi-aperture multiplexing multiple-input multiple-output (MAM-MIMO) sparse array is presented for cooperative automotive radars (CARs). The proposed sparse array composed of multiple subarrays can simultaneously cover a wide field-of-view (FOV) and achieve the required azimuth resolution at different ranges. To validate this idea, an optimization model for the MAM-MIMO sparse array is derived based on the example of CARs. This optimization model has been found by combining the peak-to-sidelobe ratio (PSLR) at all beams pointing within the constraints of different detection ranges. In addition, a hierarchical genetic algorithm based on the multi-objective decomposition method has been developed to obtain the optimized sparse array. The proposed method has been evaluated through both simulations and experiments. It is demonstrated that the optimized MAM-MIMO sparse array can effectively suppress sidelobes of its subarrays, yet with reasonably high azimuth resolutions and large FOVs.
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1. Introduction

Due to its high reliability in bad weather and poor light conditions, automotive radar has found widespread applications in advanced driver assistance systems (ADASs), such as automatic emergency braking (AEB), adaptive cruise control (ACC), and lane change assist (LCA) [1–12].

The diverse applications can lead to an intractable number of different radar sensor specifications, each designed to address the appropriate range and FOV [13]. In general, automotive radars can be classified into three types by detection range, i.e., long-range radar (LRR), medium-range radar (MRR), and short-range radar (SRR). Classical system parameters in commercial applications are given in Table 1, where multiple detection parameters are mutually constrained.

To resolve these contradictions, many efforts have been made regarding the antenna array design. An early solution was multiple transmitters with different radiation patterns in one radar [14], and its operation should be switched back and forth between the different scenarios. Thereafter, a transmitting antenna with a flat-shoulder-shaped radiation pattern is reported in [15,16]. Nevertheless, this method has a drawback in wide-band applications as mentioned in [17]; particularly for a large-scale array, the performance will decline significantly. Recently, Texas Instruments and other manufacturers have utilized multiple cascaded chips to form a large aperture uniform half-wavelength array, which can satisfy the constraints of a wide FOV for SRR and a high resolution for LRR [18,19].
Table 1. Automotive radar classifications with their classical system parameters.

<table>
<thead>
<tr>
<th>Type</th>
<th>LRR</th>
<th>MRR</th>
<th>SRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection range</td>
<td>10–200 m</td>
<td>1–100 m</td>
<td>0.2–30 m</td>
</tr>
<tr>
<td>Azimuth beam width</td>
<td>1.5°</td>
<td>3°</td>
<td>6°</td>
</tr>
<tr>
<td>Field-of-view</td>
<td>±15°</td>
<td>±30°</td>
<td>±60°</td>
</tr>
</tbody>
</table>

Antennas are overlapped in the virtual array. With higher performance requirements, the array aperture and the number of antennas will continue to increase, resulting in fabrication and assembly difficulties [20–23].

The multiple-input multiple-output (MIMO) sparse array has the opportunity to overcome drawbacks such as high hardware cost and fabrication difficulty. Nevertheless, it is well-known that the performance would suffer a great loss due to severe sidelobes in the antenna pattern [24]. Hence, some optimization design methods [25–31] have been investigated to suppress sidelobes. However, the conventional methods consider only a single type for sparse array design, which cannot satisfy the multi-type detection demands simultaneously.

In this paper, a novel method for multi-aperture multiplexing MIMO sparse array design is proposed for cooperative automotive radars (CARs). The CARs [32–34] are composed of two or more distributed automotive radars to form a large sparse array. In this sparse array, a multi-subarray is designed for different types according to their detection demands. Besides, some antennas are shared by different subarrays to further reduce the hardware cost.

To resolve the issues of sidelobes for the multi-subarray, we have derived a high-dimensional optimization model for MAM-MIMO sparse array. In this optimization model, its objective functions are found by employing the peak-to-sidelobe ratio (PSLR) at all beams pointing, thus reducing the fluctuation level of PSLR in the given FOV. It should be noted that for different subarrays, the constraints are deduced by their detection demands. Additionally, a hierarchical genetic algorithm based on the multi-objective decomposition method is presented to obtain the optimized sparse array. Utilizing the decomposition method, the objective functions can be transformed into a scalar problem based on their inherent connections. Moreover, the Cramer–Rao bound of azimuth accuracy has been derived to assess the MAM-MIMO sparse array detection performance, and then compared with the uniform half-wavelength array. Finally, the proposed method has been evaluated through both simulations and experiments. Numerical simulation results aptly match the real-data experimental results, showing the effectiveness of the proposed sparse array on suppressing sidelobes for multi-subarray, yet with reasonably high azimuth resolutions and large FOVs. The main contributions in this paper can be summarized as:

1. Proposing a multi-aperture multiplexing MIMO sparse array for automotive radar, thus satisfying the multi-type detection demands simultaneously;
2. Deriving the optimization model for the proposed sparse array design and adopting an improved genetic algorithm to achieve the optimized sparse array configuration.

The remainder of this paper is organized as follows. In Section 2, we first introduce the MAM-MIMO sparse array for CARs, and then derive the high-dimensional optimization model for array design. Furthermore, the improved genetic algorithm based on multi-objective decomposition is presented to address the above optimization problem. Moreover, we derive the Cramer–Rao bound of azimuth accuracy to assess the MAM-MIMO sparse array detection performance. In Section 3, based on the example of CARs composed of three radars, an optimized MAM-MIMO sparse array is discussed with simulations. Section 4 shows the real data results, using the AWR1243P cascade radar, to verify the effectiveness of the proposed method. Finally, we conclude this paper with a summary of the main outcomes in Section 5.
2. Proposed Method

2.1. The MAM-MIMO Sparse Array for CARs

Owing to the spatial distribution of the radars, the CARs have been applied to increase the aperture by forming a large virtual array. However, the antenna spacing within the CARs is usually greater than the half-wavelength of the signal, thus its performance would suffer a great loss due to severe sidelobes in the antenna pattern.

Therefore, the MAM-MIMO sparse array design method for CARs is utilized to suppress sidelobes. Herein, the CARs are composed of multiple heterogeneous automotive radars, as shown in Figure 1. The CARs constitute a large MIMO sparse array, and a multi-subarray is sampled from this array to satisfy different detection demands. Namely, each subarray is combined by employing different numbers of radars (apertures).

According to the detection range, these subarrays can be defined as a short-range subarray (SRS), middle-range subarray (MRS), and long-range subarray (LRS), respectively. Additionally, it is noted that several apertures are shared by different subarrays, which means that these apertures are multiplexed, thus reducing hardware costs. Without the loss of generality, it is assumed that the MAM-MIMO sparse array for CARs consists of \( i \) radars, in which the SRS consists of \( l_1 \) adjacent radars; the MRS consists of \( l_2 \) adjacent radars and the LRS consists of \( i \) radars, respectively.

Taking one of the subarrays, which consists of \( i \) radars as shown in Figure 2 as an example, each radar is composed of \( N_T \) transmitting and \( N_R \) receiving antennas. The sets of the transmitter positions can be expressed as

\[
x_T = \left( x_1, \ldots, x_n, \ldots, x_{(i-1)N_T+m}, \ldots, x_{iN_T} \right).
\]

Similarly, the receiver positions are expressed as

\[
y_R = \left( y_1, \ldots, y_m, \ldots, y_{(i-1)N_R+m}, \ldots, y_{iN_R} \right).
\]
where \( n \) and \( m \) denote the \( n \)th transmitting antenna and the \( m \)th receiving antenna for each radar, respectively.

![Figure 2. Symbolic representation in one of the subarrays.](image)

Compared with the first transceiver antenna, the virtual antenna spacing, composed of the \( n \)th transmitter in the \( i_1 \)th radar and the \( m \)th receiver in the \( i_2 \)th radar, can be denoted as

\[
d_{i_1,n,i_2,m} = (x_{(i_1-1)N_T + n} - x_1) + (y_{(i_2-1)N_R + m} - y_1).
\]

Furthermore, referring to [26], the apertures of the actual and virtual subarray can be defined as

\[
D_{A,j} = \max\{x_{iN_T}, y_{iN_R}\} - \min\{x_1, y_1\},
\]

\[
D_{V,j} = (x_{iN_T} - x_1) + (y_{iN_R} - y_1).
\]

### 2.2. Sparse Array Optimization Model

In the MAM-MIMO sparse array, the multi-subarray is spatially sparse and therefore needs to be optimized simultaneously. Moreover, the sidelobe may vary with the beam pointing, thus it is essential to suppress the sidelobe at all beams pointing within the required FOV. Additionally, different parameters that determine the constraints are required for these subarray types. For such reasons, a high-dimensional optimization model for the MAM-MIMO sparse array is defined as follows:

\[
\begin{align*}
\min_{d} f(d) &= [f_1(d), \ldots, f_N(d)] \\
\text{subject to } g_1(d) &\leq 0, \\
&\vdots \\
g_M(d) &\leq 0,
\end{align*}
\]

where \( d \) is a multi-dimensional variable of the antenna positions, and \( f \) and \( g \) represent the \( N \) objective functions and \( M \) constraints, respectively. In the subsequent sections, we derive the definition of the optimization model in detail.

#### 2.2.1. Objective Functions

The multi-subarray is required to jointly suppress the sidelobe at all beams pointing within their FOV. Additionally, the sidelobe suppression performance among the multi-subarray should be relatively consistent. Therefore, we calculate the mean value and deviation rate based on conventional PSLR to define the objective functions.

First, the conventional PSLR definition can be derived as follows. For the subarray described in Section 2.1, as referred to in [30], its antenna pattern steering at \( \theta_0 \) is expressed as

\[
F(\theta) = \sum_{i_1=1}^{i} \sum_{i_2}^{i} \sum_{n=1}^{N_T} \sum_{m=1}^{N_R} \exp\left(\frac{2\pi}{\lambda}d_{i_1,n,i_2,m}(\sin\theta - \sin\theta_0)\right).
\]

where \( \lambda \) denotes the wavelength and \( \theta \) represents the azimuth within the FOV.
With normalization processing, it can be rewritten as

$$F_{dB}(\theta) = 20 \log_{10} \left( \frac{F(\theta)}{\max(F(\theta))} \right) = 20 \log_{10} \left( \frac{F(\theta)}{N_T N_R} \right). \quad (8)$$

In the given FOV ($\pm \theta_f$), the conventional PSLR can be defined as

$$\text{PSLR}_{\theta_0} = \max_{\theta \in \pm \theta_f} \{ F_{dB}(\theta) \}, \quad (9)$$

where $\theta_{3dB}$ indicates the main lobe.

Thereafter, the PSLR steering at all beams pointing within the FOV is denoted as

$$\text{PSLR} = \left[ \text{PSLR}_{-\theta_f}, \cdots, \text{PSLR}_{0}, \cdots, \text{PSLR}_{\theta_f} \right], \quad (10)$$

Thus, we can define the objective functions of an arbitrary subarray with the mean value and deviation rate as

$$f_{M,S_j} = \frac{1}{\text{Num}} \sum_{\theta_0 = -\theta_f}^{\theta_f} \text{PSLR}_{\theta_0}, \quad (11)$$

$$f_{D,S_j} = \left[ \max(\text{PSLR}) - \min(\text{PSLR}) \right] / f_{M,S_j}, \quad (12)$$

where $S_j$ represents the $j$th subarray within the MAM-MIMO sparse array, and $\text{Num}$ denotes the number of beams pointing in the given FOV.

Moreover, to achieve balance for the sidelobe suppression performance between the multi-subarray, we further define the objective functions for the MAM-MIMO sparse array as

$$f_{M,S_{j+1}} = \frac{1}{j} \sum_{i=1}^{j} f_{M,S_i}, \quad (13)$$

$$f_{D,S_{j+1}} = \left[ \max\{f_{M,S_1}, \cdots, f_{M,S_j}\} - \min\{f_{M,S_1}, \cdots, f_{M,S_j}\} \right] / f_{M,S_{j+1}}. \quad (14)$$

In summary, the objective functions of the optimization model can be derived as

$$f(d) = [f_1(d), \cdots, f_N(d)]$$

$$= \left[ f_{M,S_1}(d), f_{M,S_1}(d), f_{M,S_{j+1}}(d), f_{D,S_1}(d), \cdots, f_{D,S_j}(d), f_{D,S_{j+1}}(d) \right]. \quad (15)$$

Herein, the mean value characterizes the average level of sidelobe suppression of the MAM-MIMO sparse array and its multi-subarray, while the deviation rate characterizes the dispersion level. By optimizing the above objective functions, the multi-subarray can achieve effective sidelobe suppression simultaneously.

2.2.2. Constraints

For an arbitrary subarray, the constraints are derived by the multi-type detection demands, including FOV and actual and virtual apertures. In addition, the physical limitations of the MAM-MIMO sparse array also need to be considered. Therefore, the derivations of multiple constraints are summarized as follows.

1. FOV ($\pm \theta_f$);

At detection range $R_d$, the required coverage in the cross-range defined as $R_H$ is determined by FOV, as illustrated in Figure 3. According to the geometric principle, we can determine that

$$R_H = 2R_d \sin \left( \theta_f \right). \quad (16)$$
We assume that the CARs are required to cover multiple lanes in both directions, which is defined as \( \pm D_{\text{lane}} \). Obviously, it can be expressed as

\[
2R_d \sin \theta_f \geq 2D_{\text{lane}}. \tag{17}
\]

Thus, the first constraint of FOV can be defined as

\[
g_1(d) \leq 0 \Rightarrow -g_{\theta_f,S_y}(d) + \arcsin \left( \frac{D_{\text{lane}}}{R_d S_y} \right) \leq 0, \tag{18}
\]

2. Actual aperture (\( D_A \));

Considering the far-field condition [27], the actual aperture is related to the detection range and signal wavelength, which can be defined as

\[
2D_A^2 / \lambda \leq R_d. \tag{19}
\]

The second constraint of the actual aperture can be expressed as

\[
g_2(d) \leq 0 \Rightarrow g_{D_A,S_y}(d) - \sqrt{\lambda R_d S_y / 2} \leq 0, \tag{20}
\]

3. Virtual aperture (\( D_V \));

From Figure 3, the virtual aperture corresponds to the beam width, which represents the cross-range resolution \( L_H \)

\[
L_H = 2R_d \sin \left( \frac{\theta_{3dB}}{2} \right) = 2R_d \sin \left( k\lambda / 2D_V \right), \tag{21}
\]
where \( k \) denotes a constant factor.

To effectively distinguish the adjacent vehicles, the required cross-range resolution can be defined as \( D_{vel} \), which denotes the width of vehicles. Therefore, the third constraint of the virtual aperture can be derived as

\[
g_3(d) \leq 0 \Rightarrow -g_{D_v,S_y}(d) + \frac{k\lambda}{2\arcsin \left( D_{vel} / 2R_d S_y \right)} \leq 0. \tag{22}
\]

4. Physical limitations.

In practical applications, it is required that no overlap between antennas of the physical array is allowed, i.e., the fourth constraint for the MAM-MIMO sparse array can be expressed as

\[
g_4(d) \leq 0 \Rightarrow \left\{ \begin{array}{l}
\forall i, j, -g_{Tx}(d) + \frac{\lambda}{2} = -|x_i - x_j| + \frac{\lambda}{2} \leq 0 \\
\forall i, j, -g_{Ry}(d) + \frac{\lambda}{2} = -|y_i - y_j| + \frac{\lambda}{2} \leq 0
\end{array} \right. \tag{23}
\]

Herein, the high-dimensional optimization model for MAM-MIMO sparse array has been derived. Obviously, this model is a multi-objective optimization problem, which means it is difficult for the conventional methods to achieve the optimized solution simultaneously. Therefore, we purposefully propose a hierarchical genetic algorithm based on the multi-objective decomposition method, which is described in detail in the next subsection.
Figure 3. The schematic for automotive radar sensing.

2.3. Optimization Algorithm

In recent years, the distribution equation of array antennas was proposed in [35], in which the optimal antenna positions can be directly calculated. Nevertheless, this method cannot take the minimum spacing constraint between adjacent antennas into consideration. Furthermore, a differential evolution algorithm was presented in [36]. This method can obtain the optimal antenna positions via coding and performing differential operations; however, it easily falls into a local optimum. Moreover, non-dominated sorting genetic algorithm III (NSGA III) has been presented to resolve the multi-objective optimization problem [37,38]. However, this algorithm cannot utilize the inherent connection between multiple objective functions. The solution obtained by this algorithm is usually a set of equilibrium solutions, which consist of multiple pareto optimal solutions.

To address the above issues, the genetic algorithm has been widely used in array position optimization due to its global search ability [39–42]. On this basis, we propose a hierarchical genetic algorithm based on the multi-objective decomposition method. Utilizing the hierarchical operation, the proposed algorithm is configured with different parameters for each population, thus increasing the population diversity to obtain the optimal solution favorably. Additionally, this algorithm can transform the multiple objective functions into a scalar problem by decomposition. The proposed algorithm is described as follows.

2.3.1. Processing Flow

In optimization processing, the objective functions matrix of $Z$ individuals can be expressed as

$$ F = \begin{bmatrix} f_{M,S_1}^1 & \cdots & f_{M,S_j+1}^1 & f_{D,S_1}^1 & \cdots & f_{D,S_j+1}^1 \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ f_{M,S_1}^Z & \cdots & f_{M,S_j+1}^Z & f_{D,S_1}^Z & \cdots & f_{D,S_j+1}^Z \end{bmatrix}. $$

(24)

To nondimensionalize the results of multiple objective functions, we first perform reverse normalization for this matrix, which is defined as

$$ \tilde{f}_{M/D,S_j} = \frac{\max(f_{M/D,S_j}^1) - f_{M/D,S_j}^z}{\max(f_{M/D,S_j}^1) - \min(f_{M/D,S_j}^1)}. $$

(25)

Thereafter, the fitness of the $z$th individual can be defined as

$$ \text{fitness}_z = \sum_{j=1}^{j+1} \lambda_{M,S_j} \times \tilde{f}_{M,S_j} + \sum_{j=1}^{j+1} \lambda_{D,S_j} \times \tilde{f}_{D,S_j}. $$

(26)

where $\lambda_{M,S_j}$ and $\lambda_{D,S_j}$ denote the weights for multiple objective functions. Their definitions can be calculated by criteria importance though the intercriteria correlation (CITIC).
method [43,44]. The weights using the CITIC method are comprehensive measurements by considering the variability magnitude of each objective function and taking into account the correlation between multiple objective functions.

The variability magnitude of each objective function can be expressed as

\[
V_{M/D,S_I} = \sqrt{\frac{Z}{Z-1} \left( \sum_{z=1}^{Z} \left( \bar{f}_{M/D,S_I} - \frac{1}{Z} \sum_{z=1}^{Z} \bar{f}_{M/D,S_I} \right)^2 \right)^2}.
\]  

(27)

The correlation between multiple objective functions can be defined as

\[
R_{M/D,S_I} = \sum_{i=1}^{i+1} (1 - r_{ij}),
\]

(28)

where \(r_{ij}\) represents the correlation coefficient and is expressed as

\[
\begin{align*}
\rho_{ij} &= \frac{\frac{1}{Z} \sum_{z=1}^{Z} \bar{f}_{M/D,S_I} - \frac{1}{Z} \sum_{z=1}^{Z} \bar{f}_{M/D,S_I} \cdot \frac{1}{Z} \sum_{z=1}^{Z} \bar{f}_{M/D,S_I} - \frac{1}{Z} \sum_{z=1}^{Z} \bar{f}_{M/D,S_I}}{\sqrt{\frac{1}{Z} \sum_{z=1}^{Z} \left( \bar{f}_{M/D,S_I} - \frac{1}{Z} \sum_{z=1}^{Z} \bar{f}_{M/D,S_I} \right)^2} \cdot \sqrt{\frac{1}{Z} \sum_{z=1}^{Z} \left( \bar{f}_{M/D,S_I} - \frac{1}{Z} \sum_{z=1}^{Z} \bar{f}_{M/D,S_I} \right)^2}}.
\end{align*}
\]  

(29)

Finally, referring to [43], the weights for multiple objective functions are constructed as

\[
\lambda_{M/D,S_I} = \left( V_{M/D,S_I} \cdot R_{M/D,S_I} \right) / \left( \sum_{i=1}^{i+1} V_{M/D,S_I} \cdot R_{M/D,S_I} \right).
\]

(30)

Utilizing the multi-objective decomposition method, the multiple objective functions can be jointly resolved with their inherent connections. The flowchart of the proposed algorithm is presented in Figure 4, and the processing steps are described as follows.

1. **Initialization.** \(Q\) subpopulations are generated as the upper genetic algorithm (GA) input, and each subpopulation with \(Z\) individuals is the lower GA input. Each individual consists of the array antenna spacing \(d\), generated by binary coding rules.

2. **Evaluation at upper GA.** The fitness of all individuals is calculated according to Equation (26), thus obtaining the average of each subpopulation as the evaluation metric at the upper GA.

3. **Selection, crossover, and mutation at upper GA.** Multi-subpopulations are processed with selection, crossover, and mutation based on the evaluation metric calculated in step 2. Then the offspring subpopulations can be obtained.

4. **Evaluation at lower GA.** Similar to step 2, the fitness of all individuals in each subpopulation is calculated as the evaluation metric at lower GA.

5. **Selection, crossover and mutation at lower GA.** Similar to step 3, within the subpopulation, the operations of selection, crossover, and mutation are performed on the individuals.

6. **Termination at lower GA.** If the individual fitness is stable for multiple iterations at the lower GA, the current multi-subpopulation can be output; otherwise, skip to step 4.

7. **Termination at upper GA.** If the average fitness of the multi-subpopulation is stable for multiple iterations at the upper GA, the individual with the lowest fitness can be output as the optimized result; otherwise, output the multi-subpopulation and skip to step 3.

After several iterations with this processing, the optimal individual with the lowest fitness, i.e., the optimized MAM-MIMO sparse array design for CARs, can be achieved.
2.3.2. Computational Complexity Analysis

There are $Q \times Z$ individuals in the lower GA, and the complexity of their multi-objective functions are $O(jQZ\text{Num})$, where $j$ and $\text{Num}$ represent the number of subarray types and beams pointing in the given FOV. Moreover, the complexity of the fitness evaluation, selection, crossover, and mutation at the lower GA can be expressed as $O(2(j + 1)QZ)$. Thus, the total computational complexity of the lower GA is $O(I_1(j\text{Num} + 2j + 2)QZ)$ with $I_1$ being the total number of lower GA iterations. Similarly, the computational complexity of the upper GA is $O(I_2(j + 2)Q)$ with $I_2$ being the total number of upper GA iterations, in which the individual fitness has been calculated in the lower GA. Therefore, the total computational complexity of the proposed algorithm can be approximately expressed as

$$O(I_1j\text{Num}QZ + I_2jQ).$$

(31)

2.4. Sparse Array Assessment

In order to evaluate the optimized MAM-MIMO sparse array, angular measurement accuracy is a crucial metric that represents the direction-of-arrival (DOA) estimation performance. The angular measurement accuracy can be predicted by the Cramer–Rao bound (CRB), thus avoiding spending extensive time on numerical simulations.

Referring to [45], the azimuth CRB of the sparse array with the Gaussian model can be expressed as (32). To simplify the analysis, herein we assume that there is only a signal source with an azimuth of $\theta$.

$$\text{CRB} = \frac{1}{2\text{SNR}^2\sigma^2\Lambda^{-1}(\theta)\gamma a^H(\theta)R^{-1}a(\theta)'}$$

(32)
where SNR is the signal-to-noise ratio, \( R \) represents the covariance matrix, \( \Lambda_{a(\theta)} \) is the orthogonal projection matrix of the guidance vector, and \( \gamma \) denotes the differentiation of the guidance vector, respectively. These variables can be derived as

\[
R = SNR a(\theta) a^H(\theta) + I, \quad (33)
\]

\[
\Lambda_{a(\theta)} = I - a(\theta) \left( a^H(\theta) a(\theta) \right)^{-1} a^H(\theta), \quad (34)
\]

\[
\gamma = \frac{\partial a(\theta)}{\partial \theta} = j2\pi\cos \theta d a(\theta). \quad (35)
\]

According to the above definitions, we can further derive that

\[
a^H(\theta) R^{-1} a(\theta) = a^H(\theta) \left( SNR a(\theta) a^H(\theta) + I \right)^{-1} a(\theta) = \frac{i^2 N_T N_R}{1 + i^2 N_T N_R SNR}, \quad (36)
\]

\[
\gamma^H \Lambda_{a(\theta)} \gamma = \frac{2\pi^2 \cos^2 \theta}{i^2 N_T N_R} \left( 2i^2 N_T N_R \sum_{l=1}^{N_R} d_l^2 - \left( \sum_{l=1}^{N_R} d_l \right)^2 \right). \quad (37)
\]

Therefore, the subarray CRB, composed of \( i \) radars with \( i \times N_T \) transmitters and \( i \times N_R \) receivers, can be rewritten as

\[
\text{CRB} = \frac{1 + i^2 N_T N_R SNR}{8 \times SNR^2 \times \pi^2 \cos^2 \theta \left( (i^2 N_T N_R) \sum_{l=1}^{N_R} d_l^2 - \left( \sum_{l=1}^{N_R} d_l \right)^2 \right)}. \quad (38)
\]

When \( i^2 N_T N_R \gg 1 \), Equation (37) can be simplified as

\[
\text{CRB} \approx \frac{i^2 N_T N_R}{8 \times SNR \times \pi^2 \cos^2 \theta \left( (i^2 N_T N_R) \sum_{l=1}^{N_R} d_l^2 - \left( \sum_{l=1}^{N_R} d_l \right)^2 \right)}. \quad (39)
\]

3. Numerical Simulations

In this section, based on the scenario analysis of expressways or urban roads, a MAM-MIMO sparse array for CARs composed of three radars, each with two transmitters and six receivers, is optimized using the proposed method. With the optimized sparse array, the antenna pattern and sidelobe suppression performance of the multi subarray are demonstrated. Thereafter, the array design robustness on sidelobe suppression is verified by imperfection simulations. Additionally, we have compared the CRB of the sparse array with the uniform half-wavelength array. Finally, with the processing of multi-target echoes, the optimized sparse array is verified to have simultaneous detection capabilities for multiple types.

In CARs, the multiple subarrays consist of one of the radars for SRS, two adjacent radars for MRS, and three radars together for LRS. Herein, it is noted that the antenna spacing sets the integer multiple of 0.1\( \lambda \), and the minimum antenna spacing is a half-wavelength for engineering practicality.

According to the detection demands of expressways or urban roads, the parameters for different subarrays are given in Table 2. In addition, Table 3 provides the operation parameters for the proposed genetic algorithm.
The technical parameters for multi-subarray in reference to [10,15].

<table>
<thead>
<tr>
<th>Subpopulation</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>Upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>individual number</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>6</td>
</tr>
<tr>
<td>crossover probability</td>
<td>0.7</td>
<td>0.7</td>
<td>0.6</td>
<td>0.6</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>mutation probability</td>
<td>0.05</td>
<td>0.01</td>
<td>0.05</td>
<td>0.01</td>
<td>0.05</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>crossover points number</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>mutation points number</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

3.1. Optimized Sparse Array and Sidelobe Suppression

Utilizing the proposed method, the antenna positions within the optimized sparse array are illustrated in Figure 5 and Table 4. In the optimized MAM-MIMO sparse array, the three subarrays are composed of the first radar for SRS, the two radars on the left for MRS, and all the radars for LRS.

![Figure 5. The optimized MAM-MIMO sparse array for CARs.](image)

<table>
<thead>
<tr>
<th>$x_{T,I}$ and $y_{R,J}$ in $\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_{T,1}$</td>
</tr>
<tr>
<td>$x_{T,2}$</td>
</tr>
<tr>
<td>$x_{T,3}$</td>
</tr>
<tr>
<td>$x_{T,4}$</td>
</tr>
<tr>
<td>$x_{T,5}$</td>
</tr>
<tr>
<td>$x_{T,6}$</td>
</tr>
</tbody>
</table>

The antenna patterns of three subarrays are presented in Figure 6. For each subarray, its antenna patterns are simulated with three beams pointing, which can verify the stability of the optimized sparse array at different beams pointing directly. Moreover, the beam widths of the three subarrays are 5.38°, 1.46°, and 0.65°, showing that the FOVs of the three subarrays can satisfy the detection demands simultaneously.
Furthermore, the sidelobe suppression performance within the whole FOV is investigated in Figure 7. Furthermore, we compared this with a sparse array, which only employs the objective functions and constraints of LRS without considering SRS and MRS. Herein, the PSLR for multiple subarrays with a 0.1° interval is simulated. Clearly, in the given FOV, the optimized sparse array has excellent sidelobe suppression performance without significant fluctuation. In particular, the optimized sparse array can suppress the sidelobe with $-10.16$ dB for SRS, $-12.09$ dB for MRS, and $-11.89$ dB for LRS.

Compared with the sparse array considering only the LRS type, since the proposed method takes into account multiple types, there is a slight loss of approximately 1.4 dB. Nevertheless, the proposed sparse array can obtain significant improvement for the other two types. Consequently, utilizing the proposed method, the MAM-MIMO sparse array for CARs can satisfy the different detection demands simultaneously and suppress the antenna pattern sidelobe effectively.

### 3.2. Imperfect Factors Adaptation Analysis

In practical applications, imperfect factors, such as amplitude-phase errors and manufacturing errors, have an impact on sidelobe suppression. Therefore, these factors are required to be analyzed to ensure the robustness of the optimal sparse array. First, the evolution of the sidelobe with amplitude-phase errors is simulated. Herein, the amplitude-phase errors of different antennas are assumed to be uniformly distributed within 3 dB and 30°, which can be achieved by antenna calibration. In addition, the errors for each antenna are assumed to be independent.

One thousand Monte Carlo simulations are performed for each combination of amplitude-phase errors, where the beam pointing of all subarrays is set at 5°. The simula-
tion results are demonstrated in Figure 8. With the increase in amplitude-phase errors, the sidelobe suppression performance declines gradually. Due to the small number of antennas, the sidelobe suppression in the SRS type decreases significantly, approximately 1.3 dB, and the declines for the other two types are 0.7 dB and 0.5 dB, respectively. Moreover, compared to the amplitude error, it is noted that the phase error has a worse effect on sidelobe suppression.

![Figure 8](image1)

**Figure 8.** The sidelobe suppression performance with amplitude-phase errors: (a) SRS detection type; (b) MRS detection type; (c) LRS detection type.

Thereafter, the evolution of the sidelobe with manufacturing errors is also simulated and presented in Figure 9. In CARs, the manufacturing errors include the adjacent antenna fabrication error within the unit radar and the assembly error between adjacent radars. Referring to the existing manufacturing process, we consider the fabrication error to be within 0.2 mm, and the assembly error is within 2 mm. Similarly, the manufacturing errors also obey a uniform distribution.

![Figure 9](image2)

**Figure 9.** The sidelobe suppression performance with manufacturing errors: (a) SRS detection type; (b) MRS detection type; (c) LRS detection type.

The sidelobe suppression performance also decreases with the manufacturing errors. Compared to the fabrication error, the assembly error can cause significant deterioration of the sidelobe suppression. It should be noted that the trend in Figure 9a is distinct from the others, due to the absence of an assembly error in the SRS type. Specifically, the sidelobe of these three types increased by 0.1 dB, 0.6 dB, and 1.0 dB, respectively.

In summary, due to the imperfection factors, the sidelobe suppression performance will decline slightly without significant distortion. Therefore, the optimized MAM-MIMO sparse array is robust regarding sidelobe suppression, which ensures engineering practicality.

### 3.3. Angular Measurement Accuracy

In this subsection, we utilize the CRB and digital beamforming (DBF) methods to evaluate the sparse array and compare them with the uniform half-wavelength array.
Referring to [45], the CRB of the uniform half-wavelength array can be calculated as

\[
\text{CRB}_{\text{ini}} = \frac{6\lambda^2}{(2\pi)^2 N^3 d^2 \cos^2(\theta) \text{SNR}'}
\]

(40)

where \( N \) is the number of array antennas and \( d = \lambda/2 \).

Based on Equations (39) and (40), the CRB of the multi-subarray within the optimized sparse array and the uniform array can be calculated, as shown in Figure 10. The SNR of the single source is selected to be 5 dB to 20 dB, and its azimuth is set at 5°. Moreover, 1000 Monte Carlo simulations with the DBF method are performed to calculate the root mean square error (RMSE) of the azimuth estimation, which is denoted as

\[
\text{RMSE} = \sqrt{\frac{1}{K} \sum_{l=1}^{K} (\hat{\theta}_l - \theta_0)^2}.
\]

(41)

\[\text{RMSE for sparse array}, \quad \text{RMSE for uniform array}, \quad \text{CRB for sparse array}, \quad \text{CRB for uniform array}\]

(a) \hspace{2cm} (b) \hspace{2cm} (c)

**Figure 10.** The comparison results of angular measurement accuracy for multi-subarray: (a) SRS detection type; (b) MRS detection type; (c) LRS detection type.

The angular measurement accuracy of these subarrays is essentially equivalent to the uniform half-wavelength array. However, compared to the uniform array, the number of antennas utilized in these subarrays is only 66.7%, 62.3%, and 62.1% that of the uniform array. In particular, the estimation results can achieve accuracy superior to 0.1° in MRS and LRS types with the minimum detectable SNR (approximately 13 dB).

### 3.4. Detection Performance

In this scenario, we construct the multi-target echoes and implemented azimuth estimation by DBF to demonstrate the optimized sparse array detection performance. The scenario consists of six targets, and their parameters are given in Table 5. The estimation results of the range–azimuth spectrum using the optimized sparse array are shown in Figure 11a. It is apparent that these targets can be focused, distinctly separated, and positioned exactly.

However, compared with the uniform array, as illustrated in Figure 11b, there is a sidelobe remaining at several angles. The remaining sidelobe is consistent with the simulations in Section 3.1, approximately -10 dB. In this regard, other estimation methods for the sparse array, such as CS and MC [46–48], can be employed to further suppress the sidelobe in the future.
Transmitting Antennas
Receiving Antennas

Figure 11. The estimation results of the range–azimuth spectrum: (a) The MAM-MIMO sparse array for CARs; (b) the uniform half-wavelength array.

Table 5. Multi-target parameters setting.

<table>
<thead>
<tr>
<th>Target</th>
<th>Range</th>
<th>Azimuth</th>
<th>Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16 m</td>
<td>45°</td>
<td>0 m/s</td>
</tr>
<tr>
<td>2</td>
<td>16 m</td>
<td>39°</td>
<td>0 m/s</td>
</tr>
<tr>
<td>3</td>
<td>70 m</td>
<td>−33°</td>
<td>5 m/s</td>
</tr>
<tr>
<td>4</td>
<td>70 m</td>
<td>−31.5°</td>
<td>5 m/s</td>
</tr>
<tr>
<td>5</td>
<td>180 m</td>
<td>18°</td>
<td>−10 m/s</td>
</tr>
<tr>
<td>6</td>
<td>180 m</td>
<td>18.8°</td>
<td>−10 m/s</td>
</tr>
</tbody>
</table>

4. Real-Data Results

To verify the feasibility of the proposed method, the real-data experiments utilizing the AWR1243P cascade radar are presented in this section. This cascade radar consists of four chips with twelve transmitters and sixteen receivers, as shown in Figure 12.

Figure 12. The AWR1243P four-chip cascade radar.

4.1. Simplified Optimized Sparse Array and Sidelobe Suppression

The AWR1243P cascade radar can form a uniform half-wavelength array with a virtual aperture of 42.5λ. Due to the limitation of the aperture, we simplify the optimization model, which is composed of SRS and MRS detection types. Herein, the antenna spacing is an integer multiple of the half-wavelength. In addition, these two subarrays are optimized with two radars for CARs, and each radar consists of three transmitters and four receivers. The simplified optimized sparse array is depicted in Figure 13 and Table 6. The SRS covering a FOV of ±45° is composed of three transmitters and four receivers on the left side, and the MRS covering a FOV of ±30° utilizes all antennas.
In terms of array sparsity, compared to the uniform half-wavelength array, the number of virtual antennas in the SRS type is 60.0%, while it is 57.8% in the MRS type. Before the experiments, we carried out the antenna calibration, which is performed by placing a corner reflector with a radar cross-section (RCS) of 5 dBsm at 10 m.

After antenna calibration, the corner reflector position is offset by 2 m in cross-range, i.e., its azimuth is approximately $-11^\circ$. By collecting and processing the echoes, the antenna pattern of these two subarray types can be measured. Figure 14 presents the experimental results on sidelobe suppression.

Figure 14. The sidelobe suppression performance of the optimized array compared with the uniform half-wavelength array: (a) SRS detection type; (b) MRS detection type.

Since the system errors cannot be fully calibrated, the measured sidelobe is slightly higher than the simulated results by approximately 2 dB, which is consistent with the imperfect factors adaptation analysis. Overall, these two subarrays utilizing real data can achieve 6.8 dB and 8.6 dB on the sidelobe suppression, while the simulated sidelobes are $-9.7$ dB and $-10.5$ dB.

In particular, the simulated sidelobe deviations between the sparse and uniform array is 3.5 dB in SRS type, while the measured deviations are less than 0.3 dB. Moreover, the simulated and measured sidelobes in the MRS type are both increased by approximately 2.6 dB, compared with the uniform array. Therefore, the optimized MAM-MIMO sparse array can achieve excellent sidelobe suppression with strong robustness.

Table 6. Transmitter and receiver positions of the example for experiments.

<table>
<thead>
<tr>
<th>$x_{T,i}$ and $y_{R,j}$ in $\lambda$</th>
<th>$x_{T,1}$</th>
<th>$x_{T,2}$</th>
<th>$x_{T,3}$</th>
<th>$x_{T,4}$</th>
<th>$x_{T,5}$</th>
<th>$x_{T,6}$</th>
<th>$y_{R,1}$</th>
<th>$y_{R,2}$</th>
<th>$y_{R,3}$</th>
<th>$y_{R,4}$</th>
<th>$y_{R,5}$</th>
<th>$y_{R,6}$</th>
<th>$y_{R,7}$</th>
<th>$y_{R,8}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.5</td>
<td>6.0</td>
<td>7.0</td>
<td>16.5</td>
<td>18.5</td>
<td>20.0</td>
<td>0</td>
<td>3.0</td>
<td>5.0</td>
<td>7.0</td>
<td>16.5</td>
<td>19.5</td>
<td>22.5</td>
<td>25.5</td>
</tr>
</tbody>
</table>
4.2. Detection Performance

The scenario composed of four targets (corner reflectors) with \((r_{x1}, r_{y1}) = (15 \text{ m}, 3 \text{ m}), (r_{x2}, r_{y2}) = (14.5 \text{ m}, 3 \text{ m}), (r_{x3}, r_{y3}) = (40 \text{ m}, 3 \text{ m}),\) and \((r_{x4}, r_{y4}) = (40 \text{ m}, 5 \text{ m})\) is set up to verify the detection performance of the simplified optimized sparse array, as shown in Figure 15.

![Figure 15. Photograph of radar deployment and test scene.](image)

Using the AWR1243P cascade radar, the multi-target range–azimuth spectrum of the sparse and uniform array is depicted in Figure 16. Clearly, these targets in adjacent lanes can be effectively separated into SRS and MRS types. Moreover, the lamp posts at the edge of the FOV are effectively detected, which verifies the effectiveness of sidelobe suppression in the given FOV.

![Figure 16. The measured range–azimuth spectrum estimation results with real data: (a) The MAM-MIMO sparse array for CARs; (b) the uniform half-wavelength array.](image)

In summary, the proposed MAM-MIMO sparse array for CARs can effectively reduce the array antennas and the hardware complexity, while satisfying the multi-type detection demands simultaneously.
5. Conclusions

In this paper, a novel method for the MAM-MIMO sparse array design in automotive radar applications is proposed and described in detail. In order to satisfy the detection demands including the wide FOV, long range, and high resolution, the multi-subarray within the sparse array is designed by multi-aperture multiplexing.

The antenna positions in the MAM-MIMO sparse array are optimized to suppress the sidelobe for the multi-subarray simultaneously. The optimization model has been derived, in which the objective functions are found by employing the PSLR at all beams pointing. Furthermore, we have presented an improved genetic algorithm to obtain the optimal array configuration. Additionally, we also derive the Cramer–Rao bound of azimuth accuracy to evaluate the sparse array detection performance and compare it with the uniform half-wavelength array.

Utilizing the proposed method, the MAM-MIMO sparse array for CARs can achieve over 10 dB for multi-subarray sidelobe suppression, yet with reasonably high azimuth resolutions and large FOVs. Moreover, the optimized MAM-MIMO sparse array is validated to have strong robustness to antenna amplitude-phase errors and manufacturing errors. Finally, the real-data results verify the feasibility of the proposed method.
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