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Abstract: With the rapid development of the Internet, and its enormous impact on all aspects of life,
traditional financial companies increasingly focus on the user’s online reviews, aiming to promote
competitiveness and quality of service in the products of this enterprise. Due to the difficulty
of extracting comment text compared with structured data itself, coupled with the fact that it is
too colloquial, the traditional model insufficiently semantically represents sentences, resulting in
unsatisfactory extraction results. Therefore, this paper selects RoBERTa, a pre-trained language model
that has exhibited an excellent performance in recent years, and proposes a joint model of financial
product opinion and entities extraction based on RoBERTa multi-layer fusion for the two tasks of
opinion and entities extraction. The experimental results show that the performance of the proposed
joint model on the financial reviews dataset is significantly better than that of the single model.

Keywords: sentiment analysis; entities extraction; RoBERTa; TextCNN; joint model

1. Introduction

With the continuous popularity of the Internet, people generate a large amount of
data all the time, but most of them are unstructured data such as text, images, and videos.
When many users experience the products and services provided by enterprises, they will
share their experiences in some online communities, such as Weibo, Zhihu, Xiaohongshu,
etc. There are huge economic benefits hidden behind these behavioral data, which have a
strong guiding significance for enterprises to improve product management, accurately
grasp customer needs, optimize marketing strategies, and improve the core competitiveness
of enterprises. However, in the ocean of data, it is very expensive to search and obtain
valuable information manually. With the wide application of deep learning, it is possible to
explore and use Natural Language Processing (NLP)-related technologies to complete the
automatic extraction of review information, which will reduce the cost of data acquisition
for enterprises, bring convenience to the improvement and optimization of subsequent
products and services, and help enterprises make effective decisions.

This paper extracts the opinion and entities of financial products through the short
public reviews of Zhihu, investment and finance, and other related forum communities
provided by the financial innovation special track of the 2021 CCF Big Data and Computa-
tional Intelligence Competition. It is mainly divided into two sub-tasks: one is sentiment
analysis, for example, Bank of China’s loan approval is very fast, which shows that the
emotional label given by users is positive; the other is named entity recognition, in which
the bank and loan are entities.

For these two sub-tasks, this paper considers that traditional models face difficul-
ties in feature selection and cannot effectively represent sentence semantics. In recent
years, with the emergence of pre-trained language models such as Bidirectional Encoder
Representations from Transformers (BERT) [1], due to their excellent semantic expression
ability, can fully capture the context information of sentences and achieve the effect of
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the state of the art in many tasks. Considering the correlation between the two sub-tasks,
this paper proposes the joint modeling method based on RoBERTa [2], which is the one of
most famous pre-trained language models. This is a multi-task learning method that can
let the model complement mutual knowledge in joint learning and reduce the complexity
of the task. Compared with the single task extraction, the effect of the joint model has
significantly improved.

The paper is organized as follows: Section 2 reviews the latest related work on fi-
nancial text sentiment analysis and Named Entity Recognition. Section 3 gives a detailed
information framework for the joint extraction model of opinion and entities. Section 4
reviews the configuration of the proposed experiments. Section 5 presents the results and
analysis. Finally, Section 6 gives the conclusions and directions for future research.

2. Related Works

This section mainly introduces the related work in the domain of financial text senti-
ment analysis and named entity recognition.

2.1. Financial Text Sentiment Analysis

As the basic task of natural language processing, sentiment analysis, also known
as tendency analysis and opinion mining, refers to the process of analyzing, processing,
and judging the attitude of the subjective text with emotional polarity, and has been widely
used in public opinion analysis, recommendation systems and other aspects. Through the
analysis of [3,4], it can be concluded that the method of sentiment analysis has developed
from the early statistical machine learning to the current deep learning, and has been
applied in different fields. With the development of the Internet, people are accustomed
to expressing their opinion on related stocks online, and measuring investor sentiment is
an important research direction in financial forecasting. Based on the method of emotion
dictionary, Bartov et al. [5] analyzed the tweets in the trading days before the earnings
announcement, used three different word lists to measure the emotions contained in tweets,
and then Sohangir et al. [6] used a domain dictionary to quickly extract the tweets in
financial social media (such as Stock Twits). Recently, Mehdi et al. [7] proposed a hybrid
method to construct a vocabulary specially used for financial market sentiment analysis
to improve the sentiment analysis of the financial environment. Using the establishment
of sentiment dictionary, this method can achieve better performance, but it lacks domain
transfer and has great domain limitations.

Sentiment analysis based on traditional machine learning only needs to identify the
emotional polarity of the text, which can be regarded as a supervised classification problem.
Chiong et al. [8] extracted sentiment-related features from financial news and proposed
Support Vector Machines (SVM) based on the particle swarm optimization algorithm for
financial market prediction. Bourezk et al. [9] used the Naive Bayes algorithm to capture the
public’s investment sentiment. Gupta et al. [10] analyzed the emotions in financial online
community reviews by combining text feature methods such as word bag and Bigram
with algorithms such as Logistic Regression, SVM, and the results showed that sentiment
has an impact on stock price changes. Compared with traditional sentiment dictionaries,
the machine learning method can extract features automatically, and the classification
performance is thus further improved.

With the rapid development of computer hardware, deep learning has become a
new direction of machine learning. Gite et al. [11] used the emotions carried by news
headlines combined with the Long Short-Term Memory (LSTM) model to predict stock
prices. Subsequently, Jing et al. [12] used a deep Convolutional Neural Network (CNN)
to classify the hidden emotions of investors and then used LSTM model to analyze the
technical indicators and sentiment analysis results of the stock market. The experiment
showed that the proposed mixed model with emotion significantly outperforms the single
model. Wu et al. [13] proposed a stock price prediction method combining multiple data
sources and investor sentiment and verified its effectiveness on real datasets. Zhao et al. [14]
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propose a sentiment analysis and key entity detection approach based on BERT, which is
applied in online financial text mining and public opinion analysis in social media.

Obviously, most of the current financial text sentiment analysis model frameworks are
based on deep learning, whose excellent semantic representation ability makes the perfor-
mance better than traditional machine learning. It is helpful for investment institutions to
make reasonable decisions by introducing a sentiment index of stock investors into stock
price forecast and evaluating stock value more comprehensively.

2.2. Named Entity Recognition

Named Entity Recognition (NER) refers to extracting entities with special meanings
such as institutions, people, opinions, and geographic locations from text-based unstruc-
tured data. NER plays an important role in NLP applications such as text comprehension,
information retrieval, question answering, and knowledge base. The unsupervised learning
methods design rules based on domain-specific entity words and syntactic lexical patterns
to extract entities in text. Khaing et al. [15] proposed a financial news extraction model
based on named entities and syntactic features. Burdick et al. [16] developed two financial
institution NER tools by using the rule-based text extraction platform. Due to the particu-
larity of the financial field, the accuracy of dictionary-based methods often depends on the
rules and the number of dictionaries, so there are great limitations.

At present, NER is mainly realized based on machine learning and deep learning
algorithms. Commonly used models include the Hidden Markov Model (HMM), Sup-
port Vector Machines (SVM) and Conditional Random Field (CRF), etc. Wang et al. [17]
identified stock names in financial dictionaries and proposed a named recognition method
of CRF that combined mutual information, boundary entropy, and context features, the
experimental results showed that the accuracy of the model in finance-related datasets was
significantly improved. BiLSTM-CRF is the most common model architecture in NER of
deep learning; this architecture was first proposed by Huang et al. [18], which achieved
optimal accuracy on relevant datasets. Jayakumar et al. [19] extracted financial entities from
documents by introducing a custom financial named entity recognizer. Zhou et al. [20]
proposed a two-way Gated Recurrent Unit (GRU) attention mechanism joint model for the
problem of financial entity relationship extraction, which solved the difficulty of manual
feature selection to a certain extent and improved the computational efficiency. Due to the
expensive data labor cost of supervised learning, Liu et al. [21] proposed a semi-supervised
method based on BERT and bootstrapping for financial entity recognition.

In recent years, with the deepening of text sentiment analysis and entity extraction in
the financial field, remarkable results have been achieved, providing diversified decision
support for investors or platforms. However, it is found that most of the models focus on a
single aspect of the task, while ignoring the correlation between the two tasks, which leads
to more time and economic cost. Therefore, this paper proposes a model of joint extraction
of opinion and entities.

3. The Framework of Models
3.1. Introduction to Related Models
3.1.1. Pre-Trained Language Model

Since it is difficult for traditional word vectors (such as Word2vec and Glove) to
describe the semantic information of a word in different contexts, in order to solve this
problem, researchers propose a context-dependent word vector, namely dynamic word
vector. With the pre-trained language model BERT proposed by Devlin et al., which utilizes
large-scale unlabeled text data to generate rich contextual representations, it refreshes the
best records for 11 NLP tasks and shows strong performance, so NLP entered the era of
“Fine-tuning”. As an improved version of BERT, RoBERTa [22] adopted more training data,
bigger batches, and longer pre-training steps than BERT in the training method, deleted
the next sentence prediction task and adopted the strategy of dynamic mask. Each time
a sequence is input to the training model, a new mask form will be generated. As data
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are continuously input, the model will adapt to different mask strategies. Considering the
characteristics of Chinese words, Cui et al. [2] optimized the Chinese pre-trained model
officially released by Google and used Whole Word Masking (WWM) technology to mask
all the Chinese characters that makeup words, so it can better capture semantic information,
improve the generalization ability of the model, and report that RoBERTa has a significant
effect on multiple tasks compared to BERT or ERNIE [23].

When inputting a sentence as X = (x1, x2, . . . , xn), n is the length of the sentence.
For the classification and sequence annotation tasks of single sentences, a special character,
[CLS], will be inserted at the beginning of the sentence and a special character, [SEP],
will be inserted at the end of the sentence as a marker. Therefore, when the input se-
quence is entered into the model, X = (cls, x1, x2, . . . , xn, sep), the output of the model is
H = (h0, h1, . . . , ht), t = n + 1. For the classification task, the contextual representation h0
labeled by [CLS] is directly projected to the label prediction layer for classification, while for
sequence labeling task the output hidden states h1, h2, . . . , hn are used for classification on
the entity extraction layer. The model is pre-trained on a large-scale untagged text corpus,
thus providing a powerful context representation that can be used quickly in downstream
tasks with only fine tuning and is significantly better than traditional language models.

3.1.2. TextCNN

Convolutional Neural Networks (CNN) can extract local features. The local features
of text are sliding windows composed of several words. CNN can combine and filter the
input text features to obtain semantic information of different levels. Before the pre-trained
language model was developed, TextCNN [24,25] showed excellent ability in feature
extraction of short text, with a significant classification effect and fast calculation speed.
Therefore, this paper uses it as an opinion recognition model in a joint extraction task.
In TextCNN, the input layer uses all the encoder layer word vectors in the pre-trained
language model. To ensure the integrity of words, the width of the convolution kernel is
consistent with the dimensions of the word vector. The convolution operation is as shown
in Formulas (1) and (2), and then the max-pooling layer is used as shown in Formula (3)
to retain the most representative features, and finally, the fully connected layer is used
for classification.

ci = f (w · xi:i+h−1 + b) (1)

c = [c1, c2, . . . , cn−h+1] (2)

ĉ = max{c} (3)

where w is the weight matrix, x is the word vector, b is the bias, and ci is the feature
generated by the text under the window size (i, i + h− 1) through nonlinear functions,
such as hyperbolic tangent.

3.2. Joint Extraction Model

In order to solve the extraction of opinion and entities of financial products, consider-
ing that multi-task joint learning [26,27] has shown its advantages over single-task models
in various fields in recent years, the joint model is used in this paper. The baseline model in
this paper uses the joint model proposed by Chen et al. [28], which is fine-tuned by BERT.
On the one hand, it is output to the linear layer for intent classification, and on the other
hand, it is output to the CRF layer for slot filling.

Because of RoBERTa’s powerful feature extraction and semantic representation ca-
pabilities, it can be quickly migrated to the joint model of product opinion and entities
extraction in this paper. The model framework proposed is mainly composed of a RoBERTa
pre-trained language model, TextCNN and CRF, as shown in Figure 1.
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Figure 1. Joint extraction model framework for financial product opinion and entities.

As can be seen from the figure, the financial text outputs the input representation v of
RoBERTa through the embedding layer, and then inputs it into the RoBERTa encoder. In the
RoBERTa encoder, the input representation v is encoded by multi-layer Transformer and
fully learns the semantic association between each word in the sentence with the help of
self-attention mechanism. Finally, the contextual semantic representation of the sentence is
obtained. In the final model output stage, on the one hand, this paper integrates multi-layer
information to output opinion in the TextCNN layer; on the other hand, it outputs entities
in the CRF layer.

The joint model proposed in this paper does not directly predict the product opinion
according to the last hidden state h of the special character [CLS] at the beginning of a
sentence, such as Formula (4). Instead, it is inspired by Jawahar G et al. [29] to capture
the different feature information of the sentence in different layers of BERT and other
pre-trained language models. The more network layers, the more advanced semantic
features are captured. Therefore, the outputs of different layers are extracted and combined
together as the input of the TextCNN model in Figure 1, as shown in Formula (5).

yi = so f tmax
(

Wih + bi
)

(4)

cls-embeddings = concat(
N

∑
i

hidden-statei) (5)

where Wi is the weight matrix, h is the final hidden state of the special character [CLS], bi is
the bias, yi is the classification result, hidden-statei is the output hidden state of each layer,
cls-embeddings is the fusion result of hidden state of each layer.

Because the prediction of entity label depends on surrounding words, in the entity
extraction part, compared with HMM, CRF can better capture global information and avoid
label offset and other problems. Therefore, the last hidden states Hentity = (h1, h2, . . . , hn)
of the pre-trained language model are selected, which are input to CRF layer and decoded
by the Viterbi algorithm to obtain the entities in the last sentence. In terms of the loss
function of the model, the two sub-task losses of the model are weighted and summed (as
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shown in Formula (6)), which are trained as the total loss, and the parameters are updated
at the same time.

total_loss = α ∗ lossclass + β ∗ lossentity (6)

where α, β are hyper-parameters, which defaults to 1.
The objective function of the financial product opinion and entities joint extraction

model is shown in Formula (7), to maximize the probability p
(

yclass, yentity
∣∣∣x), it is assumed

that yclass and yentity are independent.

p
(

yclass, yentity | x
)
= p

(
yclass | x

) N

∏
n=1

p
(

yentity
n | x

)
(7)

where x is the input text vector, yentity
n is the predicted value of every hidden state excluding

[CLS], yclass and yentity are the predicted results of opinion and entities, respectively.

4. Experiment
4.1. Dateset

This paper aims at the extraction of product opinion and entities in the financial field,
so the data provided by the sub-task “Product review Opinion Extraction” of 2021 CCF
BDCI were selected from the public review short texts of Zhihu, investment and wealth
management, and other relevant forum communities. The data contain three fields in total:
Text, BIO_anno, and Class, which, respectively, represent the original text of the review,
entity annotation in BIO format, and sentiment classification, as shown in Table 1.

Table 1. Examples of training data.

Text
Do you have industrial and commercial deposits? First card for direct

application? That’s a good amount. (楼主有工商存款吗? 直接申请的首卡?
额度不错呀)

BIO_anno O O O B-BANK I-BANK O O O O O O O O O B-PRODUCT I-PRODUCT O
B-reviews_N I-reviews_N B-reviews_ADJ I-reviews_ADJ O

Class 1 (Positive)

The task provided a total of 7528 pieces of training data, with positive, negative,
and neutral sentiment labels accounting for 3.83%, 10.56%, and 85.61%, respectively, and the
average text length is 25. The entity annotation of the dataset includes four categories of
bank, product, reviews noun, and reviews adjective, as shown in Table 2.

Table 2. Examples of product entity categories.

Entity Category

Bank Industrial and Commercial Bank of China (中国工商银行),
The bank of China (中国银行)

Product Consumer loan (消费贷), The credit card (信用卡)
reviews_ N. Rate (利率), lines (额度), Credit record (信用记录)

reviews_Adj. Too slow (太慢), Good (不错)

4.2. Experimental Requirements and Evaluation Indicators

In order to realize the whole extraction process of financial text opinion and enti-
ties, this paper fine-tunes RoBERTa and other pre-trained language models. The initial
default parameters are set as sequence length = 200, batch size = 16, dropout rate = 0.2,
kernel sizes = [2, 3, 4], number of filters = 3, cross-entropy loss function, adamW optimizer,
using differential learning rate: 2 × 10−5 on RoBERTa module, 2 × 10−3 on other modules.
During the experiment, this paper uses early stopping to terminate the training and retain
the optimal parameters and results under the condition that the loss does not decrease
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many times. The dataset is randomly divided into 6775 training set and 753 test set (neutral
samples accounted for 83.79%), and 10-fold cross-validation was used.

In this paper, the evaluation index of sub-task 1 product opinion extraction is class
accuracy (Formula (8)). The number of False positives (FP), False negatives (FN), and True
positives (TP) in the confusion matrix were used to compute Precision (Formula (9)), Recall
(Formula (10)) and F1-score (Formula (11)), and F1-score was used for the evaluation index
of entity extraction for sub-task 2. Sentence accuracy (Formula (12)) was adopted for input
sentences if and only if both opinion and entities extraction were correct.

class-acc. =
ypred

ytrue
(8)

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

F1-score =
2 ∗ Precision ∗ Recall

Precision + Recall
(11)

sentence-acc. =
number of opinion and entities that are correct

total number of data
(12)

5. Results Analysis

In order to illustrate the effectiveness of the joint model proposed in this paper
compared with the single-task model, the joint model was divided into two sub-models,
used RoBERTa-wwm-ext for 10-fold cross-validation of the two sub-tasks of opinion and
entities extraction, respectively, and reported the average results on the test set. The results
are shown in Table 3.

Table 3. Comparison results of single model and joint model.

Model Class Acc. (%) Entity F1 (%) Sent. Acc. (%)

Single 86.31 90.67 67.64
Joint (Ours) 88.75 (+2.44) 90.51 (–0.16) 69.99 (+2.35)

It can be seen from the table that the joint model proposed in this paper is 2.44%,
2.35% higher than the single model in opinion extraction accuracy and sentence accuracy.
Although the score of entities extraction has dropped slightly, it should be noted that
sentence accuracy is the gold standard. Then, validating the performance improvement
with statistical significance test for experiments, where t-test is performed to measure
whether the results from the proposed model are significantly better than ones from single
model. The results of classification and sentence accuracy indicate that improvement is
significant with p < 0.05. So, the joint model has a significant improvement in sentence
accuracy compared with the single model, indicating that the sharing of model parameters
is conducive to reducing the propagation of error and complementing knowledge among
different tasks.

In the next experiments, three pre-trained language models BERTbase, ERNIE1.0 and
RoBERTa-wwm-ext are used, respectively, in the baseline joint model [28] and the joint
model proposed in this paper in the test set and report the average results on the test set.
The results are shown in Table 4.
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Table 4. Results under different pre-trained language models.

Model Class Acc. (%) Entity F1 (%) Sent. Acc. (%)

Joint(BERT) 87.45 90.32 67.82
Ours(BERT) 88.54 90.44 68.94(+1.12)

Joint(ERNIE) 87.98 90.73 68.80
Ours(ERNIE) 88.60 90.86 69.84(+1.04)

Joint(RoBERTa) 87.89 90.57 68.41
Ours(RoBERTa) 88.75 90.51 69.99(+1.58)

It can be clearly seen from the table that the Sentence Accuracy of the three pre-
trained language models proposed in this paper is 68.94%, 69.84%, and 69.99%, respectively,
which are significantly improved compared with the baseline model, being 1.12%, 1.04%,
and 1.58%, respectively. Since this paper uses the multi-layer fusion method as the input
vector of TextCNN, the accuracy of the opinion extraction is improved significantly, espe-
cially by 1.58% under the RoBERTa pre-trained language model, which further explains the
effectiveness of the model improvement in this paper.

6. Conclusions

With the rapid development of the Internet, traditional financial enterprises pay more
and more attention to users’ online reviews. Full mining review information plays a crucial
role in enterprises improving products and services and managers’ making reasonable
decisions. However, regarding the online reviews of financial products, previous research
only focused on the extraction of the two single tasks of opinion and entities, respectively.
Because the joint model with shared parameters is beneficial to reduce the propagation
of errors and complement each other’s knowledge, the pre-trained language model has
excellent feature extraction and semantic representation capabilities. Therefore, this paper
proposes a RoBERTa-based financial product opinion and entities joint extraction model.
The experimental results on relevant dataset show that the proposed joint model has signif-
icantly improved performance compared with the single model, especially in capturing
product opinion. Of course, the point of opinion extraction in this paper is only limited to
the sentence level, and there may be multiple points of opinion in some sentences, so fur-
ther fine-grained analysis of entities such as products or services are needed. In addition,
the proposed joint model is also applicable to other fields.
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