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Abstract: To increase the throughput of computing-in-memory (CIM) designs, multi-row read
methods have been adopted to increase computation in the analog region. However, the nonlinearity
created by doing so degrades the precision of the results obtained. The results of CIM computation
need to be precise in order for CIM designs to be used in machine learning circumstances involving
complex algorithms and big data sets. In this study, a low computing leakage, wide-swing output
compensation circuit is proposed for linearity improvement in such circumstances. The proposed
compensation circuit is composed of a current competition circuit (as dynamic feedback of the bitline
discharge current), a current mirror (to separate the result capacitor and provide charge current),
and an additional pull-down circuit (for better precision in high voltage results). Measurements
show that by applying our method, an almost full-swing output with 51.2% nonlinearity decrement
compared with no compensation can be achieved. Power consumption is reduced by 36% per round
on average and the computing leakage current, after wordlines are deactivated for 1 ns, is reduced
to 55% of that when using conventional methods. A figure of merit (FOM) is proposed for analog
computing module evaluation, presenting a comprehensive indicator for the computation precision
of such designs.

Keywords: computing-in-memory (CIM); edge computing; compensation circuit; static random
access memory (SRAM); linearity; multi-row read

1. Introduction

Recent advances in artificial intelligence and big data have led to a growing demand
for high-speed, energy-efficient computing. However, energy consumption and delay
problems occur due to the frequent data transfer in the widely used Von Neumann archi-
tecture, known as the Von Neumann bottleneck or memory wall. In order to tackle this
problem, the concept of in-memory computing has been introduced. Depending on how
the memory is used for computing, the concept can be subdivided into smaller categories,
including computation-near-memory [1], which only shortens the distance between storage
and the computation core, and logic-in-memory [2,3], which performs the computation
inside the memory. Computing-in-memory (CIM) is also a major approach in in-memory
computing [4,5]. In most designs, CIM performs the multiply-and-accumulate (MAC)
operation using the memory array and its peripheral circuits through analog computing
methods, greatly reducing the amount of data transfer required. SRAM-based in-memory
computing [6], with advantages in its technological maturity and high-speed read–write
access, is a major topic in the CIM field [7].

Computation in the charge domain [8] is a common method for SRAM-based CIM, and
is normally accomplished by pre-charging a capacitance on the bitline and then discharging
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it through wordline activation. The data stored inside the SRAM is known as the weight,
whereas wordline activation represents the input data. In an SRAM-based CIM analog
compute action, different amounts of electrons are discharged from a pre-charged bitline
capacitance, representing the calculation result. In order to increase throughput (in other
words, the amount of MAC operations done in a single round of computation), multi-row
read operations need to be performed to accumulate multiple multiplication results in
one round [9]. However, many problems occur in such a process. Opening multiple rows
simultaneously creates a large discharge current, requiring a bigger bitline capacitance,
and resulting in greater power consumption. Moreover, the accumulation of several
multiplication results widens the range of results, leading to more analog result levels,
which demands a bigger output voltage swing for an easier analog-to-digital transfer
process. Unfortunately, the analog results become nonlinear once the output swing widens.
This is mainly caused by a change in discharge current related to the voltage of the bitline.
To enable the continuous development of SRAM-based CIMs that use analog computing,
these problems must be solved. Machine learning is a major application for CIM designs.
Only when the precision of CIMs is improved can CIMs be used in circumstances that use
complex algorithms and bigger data sets.

2. Recent Techniques

In order to tackle this challenge and resolve the problems above, researchers have used
the following schemes: 1. Use only binary or ternary weights and inputs, cutting down
on analog result levels and the amount of voltage discharged [10]. 2. Off-chip methods,
accounting the nonlinearity into the model and increasing the recognition rate through
training, such as [11], which happens under a deep neural network (DNN) circumstance.
3. On-chip circuit methods, as in the present work, to solve or minimize the effects. The
first two schemes have the disadvantage of constraint to low-bit computation. Furthermore,
they increase the amount of data transferred on- and off-chip, which contrasts with the
fundamental targets of CIM, so on-chip solutions are fairly proposed. Related works that
have used on-chip circuit methods are as follows: Z. Lin in [12] proposed a current-mirror-
based compensation circuit which provided an extra charge current for the bitline when the
voltage is low. In [13], they improved their design by separating the capacitance and the
bitline with a cascade current mirror. A. Jaiswal in [14] proposed the addition of operational
amplifiers to the end of each 4 bit column in order to convert voltage results to linear current
results. X. Si proposed to split multi-bit calculation into two rounds and shift-adding them
together [15]. S. K. Gonugondla in [16] proposed a multiple switch and capacitance circuit
to improve functional read performance. These designs share common deficiencies either in
output swing or computation precision. This pressures the A/D module normally used to
convert the analog compute result in a CIM design, so further study on the topic is needed.

3. Proposed Circuit

In order to achieve the goal of producing a precise and wide-swing output result for
analog computation in CIM multi-row read operations, we propose a peripheral compensa-
tion circuit. The schematic of the proposed low computing leakage, wide-swing output
compensation circuit is shown in Figure 1. The compensation circuit is composed of a
current mirror, a current competition circuit, and an additional pull-down circuit.

The current mirror provides a charge current for the bitline BL, which neutralizes the
discharge currents of the SRAM cells during the CIM multi-row read operation and keeps
the voltage of the bitline at a steady level, eliminating linearity problems caused by voltage
decline on the bitline. Furthermore, it charges the result capacitor as the computing result,
according to the discharge current created by the SRAM cells on the bitline. The output for
the current mirror is decided by VG1, which indicates the change in the discharge current.
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Figure 1. Schematic of the proposed low computing leakage, wide-swing output compensation circuit.

The current competition circuit acts as feedback for the bitline discharge current
conditions in real time. This is achieved through NM1, NM2, NM3 and NM5. During the
computing process, CTRL is set to high voltage and both NM1 and NM3 are at conduction
state. On the other hand, NM2 and NM5 are controlled by the voltage of VG1_M, which
is related to the voltage of the bitline. When the discharge current of the SRAM cells is
large, the voltage of the bitline and VG1_M declines, meaning that less charge current flows
past NM5 on to VG1. Furthermore, it causes a greater discharge current to flow past NM1
and NM3. Together, the voltage of VG1 is lowered, and more charge current is provided
by the current mirror for the bitline and the result capacitor. On the contrary, when the
voltage of the bitline is high, more charge current is provided by NM5 and less discharge
current flows past NM1 and NM3. This is caused by the increase in current from NM2.
This feedback helps to keep the voltage level of the bitline stable and creates a dynamic
charge current for the result capacitor.

The additional pull-down circuit pulls down the voltage of VG1 even further through
NM4 when the OUT voltage is high. This is crucial because a smaller gap between VDD
and OUT causes the charge current to decrease, and therefore further compensation is
needed for linearity.

The whole process of using the proposed compensation circuit in a CIM multi-row
read operation is as follows: 1. First, in the preparation stage, CTRL is set to low and
CTRLB is set to high. Consequently, both VG1_M and VG1 are pulled to high voltage, so
the compensation circuit does not work in this stage. Additionally, the bitline is pre-charged
to VDD and the result capacitor is reset to VSS in this phase. 2. The compute process of
the CIM multi-row read operation starts, CTRL is set to high, and CTRLB is set to low. In
this phase, the current competition circuit feeds back the bitline discharge current, and the
current mirror provides charge current for the bitline and result capacitor. The additional
pull-down circuit is activated if the result is large. 3. The compute process is not over
yet, but all wordlines have already been deactivated. This is caused by possible small
input and can be called the standby phase. The current compensation circuit minimizes
possible computing leakage created by the current mirror in this stage, thereby preventing
overcharge for the result capacitor. 4. The compute process ends, CTRL is set back to low,
and CTRLB is set to high. The compensation circuit is deactivated, and results can be read
by the following modules.



Electronics 2022, 11, 1376 4 of 10

The multi-row read operation in conventional CIM designs is shown in Figure 2a. The
SRAM cells discharge from the pre-charged result capacitor directly, so a larger capacitor is
needed. The leakage currents of non-active SRAM cells and the voltage difference between
the bitline and the storage node in the SRAM cell lead to inaccuracy in the result. The
compute process for the multi-row read operation in a CIM design with our proposed
compensation circuit is shown in Figure 2b. The red arrows show the charge currents
provided by the current mirror and discharge currents created by active SRAM cells. The
blue arrows show the feedback route from the bitline to the current mirror, which acts
as a control signal. The green arrows show how the current competition circuit and the
additional pull-down circuit affect the control signal for the current mirror.
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Figure 2. Plots of: (a) Multi-row read operation in conventional CIM designs. (b) Multi-row read
operation in a CIM design with our proposed compensation circuit.

Using our proposed compensation circuit instead of a simple bitline feedback on
a PMOS or current mirror has many advantages. When using those designs, the stable
voltage finally achieved on the bitline is often a low voltage near the threshold. Such
a voltage causes the discharge current created by the SRAM cells to change during the
compute process. It also creates a constant computing leakage in the standby phase. This
is caused by the compensation circuit and affects the result achieved when all wordlines
are deactivated. According to the simulation results, the charge current for the result
capacitor created by the current mirror in our proposed circuit is reduced by 97% to a level
of 160 nA after wordline deactivation in 1 ns time. This is 55% of the current when a simple
cascade current mirror is used as a compensation circuit. Thus, the proposed compensation
circuit has a low computing leakage, which helps to increase the accuracy of the result
and lower the power consumption. This is because the proposed compensation circuit
can feed back a voltage lower than the actual voltage of the bitline as VG1. Furthermore,
the current mirror also lowers the power consumption. When the result is small, power
consumption can be lowered by changing the method from discharging the result capacitor
in conventional methods to charging the result capacitor. When combined, these effects
lower power consumption by 36% on average per computing round. The waveform of the
multi-row read operation is shown in Figure 3.
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Figure 3. Waveform of the multi-row read operation with the proposed compensation circuit.

4. Results

The method we used to test our proposed compensation circuit was as follows: For
multi-row read preparation, bitlines were pre-charged to VDD = 1 V and the result capacitor
was discharged to VSS. Then, wordlines were activated to 0.8 V through pulses to create
discharge currents and the result was accumulated on the result capacitor. In CIM designs,
these pulses are created by a pulse generator and a demultiplexer is used to route the
pulse onto different wordlines [17]. The duration of the pulses represents the inputs for
the calculation, which in our testing were 3 bit inputs, meaning eight different types of
pulses. We also chose to activate four rows at a time, which when combined with the 3 bit
inputs, led to 29 different results, ranging from 0 to 28. The input pulse for every wordline
in our design is flexible and can vary between 3′b000 and 3′b111, which differs from other
studies [18]. This makes the proposed compensation circuit suitable for use in a wider
range, but this causes a new case to emerge: the same accumulation result can be achieved
in multiple ways. For example, 16 can be achieved through 4 + 4 + 4 + 4 or 7 + 7 + 2 + 0. All
combinations were tested, and the results are shown in Figure 4.
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Waves A and B mark the largest and smallest charge results achievable through all
combinations, respectively, which were often obtained when the four inputs were the
same or when inputs had the most differences. We believe this was because there was
still a minor difference in the balanced voltage of the bitline depending on the number of
activated wordlines, which caused every cell to have a slightly different discharge current.
In addition, charge currents from cells that stored the high-voltage state also affected the
computing process. These charge currents were normally small enough to be ignored, but
still influenced the result. The average charge amount for the different combinations is
also plotted through the wave labelled “average”. The ideal wave is a line with an average
result of 0 and 28 at its two ends; it is used to calculate the integral nonlinearity (INL) values
of the result wave. The wave labelled “without compensation” is the discharge result of the
result capacitor when conventional methods were used, as shown in Figure 2a. The “ideal
without compensation” wave is the calculated wave using conventional methods. Figure 4
gives a general picture of the resulting voltages with different calculation factors. When
comparing the lines with and without compensation, it is clear that nonlinearity dropped.
This is shown by the small difference between the tested data lines and the calculated ideal
lines. Both A and B had a smaller average INL compared to that without compensation, as
well as average test data close to the ideal calculated data, which could be achieved with
just a minor decrease in output voltage swing as sacrifice. This is shown in Figure 4, as
waves A, B, and “average” are closer to the ideal wave than the “without compensation”
wave is to the “ideal without compensation” wave.

The INL values of the results can reflect their linearity, which is calculated through:

INL =

∣∣∣∣Tested Value− Ideal Value
LSB

∣∣∣∣, (1)

where LSB is the least significant bit—the ideal unit of change between two adjacent results.
We tally the INL of our results and the results of [12,13] in Figure 5, which are all under
tt corner conditions and 25 ◦C The INL of our results was calculated using the data for
the calculated ideal line as the Ideal Value and the average result voltage of all possible
calculation combinations as the Tested Value. The INL from [13] are under the conditions of
VDD = 0.8 V and Last Column in their article, respectively. The INL of the results without
a compensation circuit was obtained using the SRAM cells in our design, as the results
vary when using different technologies. Using our own, under 55 nm technology, would
be better for comparison. As in Figure 5, only all the INLs of our work are lower than
1 LSB, indicating a considerable increase in precision. If an ADC were used to convert
the compute result as in conventional CIM designs, the error in the digital data converted
would be equal to or less than one minimum bit variation.

For a more detailed analysis, results of INL using the proposed circuit under different
conditions were simulated and are presented in Table 1. The average INL when using the
proposed compensation circuit was 0.403 LSB under tt corner and 25 ◦C. There was a 51.2%
drop from the average INL when no measures were used, which was 0.826 LSB under the
same conditions. The average INL of the maximum and minimum charge results under
different combinations was 0.65 LSB and 0.77 LSB, both improved from the INL with no
measurements. Temperature had a similar effect on the INL as corner. The influence of
both temperature and corner on INL was not severe and could be optimized by adjusting
the reference voltage of the following A/D module, which is a very common scheme used
in CIM designs. Other conditions that might influence the INL were also tested, including
the size of the SRAM array. SRAM arrays with rows of 4, 8, 16, and 32 were tested for
influence, and the results suggest that this was not a main factor as there was less than a
1% change in INL and voltage output swing. The linearity improvement of the proposed
design is innovative, as it is achieved under flexible wordline activation and wide voltage
output swing.
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Table 1. Average INL of maximum, minimum, and average charge results achievable when using
different combinations under different conditions.

Condition
Charge Result AVERAGE

(LSB)
Minimum Charge

Result (LSB)
Maximum Charge

Result (LSB)

tt/25 ◦C 0.403 0.770 0.650
ss/25 ◦C 0.405 0.960 0.465
ff/25 ◦C 0.656 1.091 0.841

tt/−40 ◦C 0.593 0.974 1.007
tt/125 ◦C 0.323 0.474 0.632

5. Discussion

The analog compute process is the core of most CIM designs, especially mixed-signal
SRAM-based CIMs, which often use multi-row read operations for computing. Most
peripheral CIM circuits, including the circuit proposed in this article, are modules for
optimizing this analog compute process. However, this is a multi-goal process, so many
factors should be considered as a whole in order to give an objective appraisal for such a
module. The factors that we believe to be crucial are listed in Table 2. These factors can be
sorted into two main groups.

Table 2. Comparison of different schemes for multi-row reading in SRAM-based analog compute CIMs.

PROPOSED [12] [13] 3 [16] [19]

Technology (nm) 55 28 28 65 40
Cell Type 6T SRAM 6T SRAM Dual WL 6T SRAM 8T SRAM Dual WL 8T SRAM

FOM 1 0.105 0.232 0.762 0.170 0.232
Output Bits 4.8125 4 4 4 6
INL (LSB) 0.403 0.65 2 1.17 0.3 1

Output Swing (V) ∆ = 0.80 ∆ = 0.70 ∆ = 0.38 ∆ = 0.44 ∆ = 0.72
Clamp Voltage Yes No Yes No No

Input Flexibility Yes No No No Yes
Adjustability Yes Yes No Yes No

Computing Leakage Current Small Big Medium Small Small
1 FOM (LSB/(V × Bit)) = INL/(Output Swing × Output Bits). 2 The INL is by chance 0.65—the same as the INL
for our proposed design with the maximum charge results under conditions of tt corner and 25 ◦C. 3 The data
used is from the real chip test data at VDD = 1 V, last column of SRAM, instead of simulation data because the
output swing of simulated data is not given.
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The first group are factors that affect the result of analog computing directly, including
linearity, output bits, and output swing. Linearity is a decisive factor for the precision of the
result and is represented through INL, as is written in the section above. Output bits is a
factor to be considered, as the affect for 1 LSB is much more severe for a low-bit output than
for a high-bit output. The output bits of a design stand for the bit width that the output
swing can represent. Output bits can be a decimal rather than an integer, as addition is
included in the calculation. For example, in our design, four 3 bit inputs are each multiplied
with a 1 bit input and then added together, leading to a 0 to 28 decimal or 4.8125 binary
bit result. The output swing is also an important factor, as a larger output swing means
that there is a larger interval between two adjacent results. This means that there is less
designing difficulty on following modules, normally an A/D module to quantify the correct
value. Although different designs have differences in supply voltage, the pressure on A/D
module resolution does not change, making output swing a comparable factor. To combine
these factors, a figure of merit (FOM) is proposed for direct assessment, as follows:

FOM = INL/(Output Swing×Output Bits), (2)

A smaller FOM indicates a better performance in analog computing for the assessed
module. Our proposed compensation circuit, which should also be accounted as an analog
compute module, had a smaller FOM compared to schemes with similar purposes, as
shown in Table 2.

The second group are factors that do not affect the computing result directly, but have
an impact on stability, flexibility, or performance. Clamp voltage is a crucial function in
charge domain CIM designs. The voltage of the bitline is clamped during the compute
process, which ensures a stable discharge current. Adjustability refers to whether the design
can be used under different technologies through simple modification. Some designs are
difficult to adapt when the technology used changes. Input flexibility is an important
indicator for the generality of the design. In some designs, the input for every wordline is
fixed, as they can only be 0 or a certain amount. This is often to set a starting and ending
signal for purposes such as triggering the compute phase or activating compensation
circuits. However, fixed inputs minimize the ability to solve different types of computation
and narrow the application of the design. Computing leakage current is also an important
factor. It refers to the computing leakage current created by the analog computing module,
which is often greater than the SRAM leakage current and has effect on the computing result.
The computing leakage current is often not mentioned and statistics are rarely given in
similar research papers. This leakage is often large during the standby stage of computing
methods, either before or after the activation of wordlines when actual computation does
not take action inside the compute phase. Unlike the SRAM leakage current in the read
operation of normal SRAMs, the computing leakage current is not heavily influenced by
the size of the SRAM array in our proposed design. This is because the leakage caused
by deactivated SRAM cells can be adjusted by the proposed compensation circuit and is a
part of the discharge current during the CIM multi-row read operation. In our design, an
additional switch between the SRAM array and the analog compute module minimizes
the leakage caused by the compensation circuit during ordinary SRAM operations, such as
read and write operations.

A comparison of the proposed compensation circuit and other analog compute mod-
ules is provided in Table 2, which shows the differences in the factors mentioned above.
We also compared our design with designs using advanced technology nodes, such as [11].
The results show that the FOM of our design was better, so there is no evidence that a better
overall analog compute result can be obtained by using a more advanced technology node.

6. Conclusions

In this work, we propose the use of a new compensation circuit in CIM multi-row read
operations, which has comprehensive significance. It can clamp the bitline voltage, and
is adaptable to flexible inputs and different technologies. The computing leakage current
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caused by the circuit was relatively small and did not affect the computation results. It had
a wide-swing output and high overall linearity. The compensation circuit does not affect
regular SRAM read and write processes, which are controlled by a switch between the
bitlines and the analog compute module. A FOM was proposed for the purpose of direct
comparison. In the FOM proposed, the compensation circuit was advantageous over other
schemes and modules, indicating good analog computing performance. The proposed
design was designed with 55 nm CMOS technology and showed significant improvement
in power consumption, output swing, and computation linearity. Our proposed circuit
could satisfy the demand of multi-row reading in the general context of SRAM-based
mixed-signal CIM designs. In the future, we plan to test our proposed circuit with different
CIM structures, including CIMs not based on SRAM.
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