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Abstract: Internet of Things (IoT) is a developing technology that provides the simplicity and benefits
of exchanging data with other devices using the cloud or wireless networks. However, the changes
and developments in the IoT environment are making IoT systems susceptible to cyber attacks which
could possibly lead to malicious intrusions. The impacts of these intrusions could lead to physical
and economical damages. This article primarily focuses on the IoT system/framework, the IoT,
learning-based methods, and the difficulties faced by the IoT devices or systems after the occurrence
of an attack. Learning-based methods are reviewed using different types of cyber attacks, such as
denial-of-service (DoS), distributed denial-of-service (DDoS), probing, user-to-root (U2R), remote-
to-local (R2L), botnet attack, spoofing, and man-in-the-middle (MITM) attacks. For learning-based
methods, both machine and deep learning methods are presented and analyzed in relation to the
detection of cyber attacks in IoT systems. A comprehensive list of publications to date in the literature
is integrated to present a complete picture of various developments in this area. Finally, future
research directions are also provided in the paper.

Keywords: cyber attacks; cyber-physical systems; deep learning; denial-of-service (DoS); detection
methods; Internet of Things (IoT); machine learning; man-in-the-middle; security

1. Introduction
1.1. Digitalization and IoT

The world is currently moving towards the digitization of devices and systems. Almost
all systems are running their operations with the help of the Internet. However, the Internet
alone is not enough for the current digital revolution of new technologies that are being
developed and deployed. Nowadays, Internet of things (IoT) technology is needed in
applications, devices, sensors, tools, and software to ensure better operation with precision.
With the development of IoT, life is becoming easy and comfortable for human beings,
industries, and governments. Devices, gadgets, sensors, and machines are becoming
more intelligent; and manual involvement has been considerably reduced through the
development of IoT technology [1]. IoT is needed for smart devices such as smart energy
meters, smart mobiles, smart security systems, fire alarms, physical sensors in medical,
industrial, and energy applications [2–7].
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1.2. IoT—An Internet-Connected Framework and the Scope of This Work

IoT is defined as “a framework/system of Internet-connected, interrelated devices or
objects which collect and transmit the data over the wireless network without the help of
human interaction” [8]. IoT platforms enable better, cheaper, and faster IT solutions. The
general architecture of an IoT system is presented in Figure 1. The important components
for IoT working are: (1) network and device connectivity, (2) interaction of devices, (3)
analysis, (4) devices and network management, (5) security, and (6) data storage. When
these devices need to communicate and send data, they use IoT protocols and standards.
IoT protocols and standards are mainly divided into two parts: (1) data protocols (MQTT,
CoAP, AMQP, DDS, HTTP, and WebSocket), and (2) network protocols (WiFi, Bluetooth,
ZigBee, LoRaWan, and Z-Wave). In terms of securing data or devices from malicious
attacks, security protocols are needed, such as Wireless Hart, LoRaWan, LPWAN IEEE
802.15.4, DTLS, and AMQP, which form the scope of this work.

Figure 1. General representation of an IoT system.

1.3. IoT Security and Datasets

IoT security is the term used for protecting network-based or Internet-connected
things. Though the idea of IoT was proposed almost two decades ago, the core terminology
of IoT has been in the development phase for many years [9]. The main purpose of IoT
is to connect nodes, smart cities, systems, frameworks, and sensors through the Internet
for communication, data sharing, and control. IoT is designed to optimize our daily lives
and the modern world to run efficiently. IoT is permeating our daily lives. Everything is
connected to the Internet, such as smart sensors, fitness mobile applications, thermostats,
PV systems, air conditioners, and cooking appliances [10,11]. This rapid development in
IoT technology is making it harder to secure and protect IoT data from attackers, hackers,
unauthorized users, and malicious traffic [12–14]. Therefore, multiple defense mechanisms
and strategies are being developed and implemented in IoT systems and frameworks to
protect information. Different datasets have been used in the literature to develop detection
methods for malicious attacks in IoT systems. The widely used datasets are summarized in
Table 1.
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Table 1. Datasets used for detection of malicious attacks in IoT systems.

Datasets Description

NSL-KDD

This dataset is used to compare different intrusion detection methods. It is also
recommended to resolve KDD’99 problems. It contains nearly 4,900,000 single
connection vectors. Every single vector contains 41 features and it is labeled as an
attack (one specific type) or normal. Attacks are included in this dataset are DoS,
R2L, U2R, and probe.

Kyoto 2006+
This dataset is constructed on real three-year network traffic data. Dataset is
labeled as normal, known, and unknown attacks. It contains 14 numerical
features from KDD Cup’ 99 and 10 other features.

DS2OS

It is an IoT middleware that includes the service and data of smart space. It
contains a set of 4,77,426 data with 14 different features which are classified into
five attack classes: (1) normal, (2) DDoS, (3) MITM, (4) Scan wrong setup, (5) data
type probing.

UNSW-NB15
This dataset is used for a network intrusion detection system with nine different
attacks, which are: (1) backdoors, (2) worms, (3) DoS, (4) fuzzers, (5) analysis, (6)
shellcode, (7) reconnaissance, (8) generic, and (9) exploit.

KDD-Cup 1999
It is used to audit the data which includes several intrusion simulations. This
dataset contains up to 5,000,000 records. Each record contains 41 features which
are categorized into 4 attacks of: (1) DoS, (2) R2L, (3) U2R, (4) probe.

NN-BaIoT DDoS attack and two types of botnets. The botnets are Bashlite and Mirai, which
are included in this dataset.

Urban Sound 8k
It is an audio dataset that contains 8732 labeled urban sounds, such as: (1)
air-conditioner, (2) siren, (3) street music, (4) idling, (5) car-horn, (6) dog-bark, (7)
children-playing, (8) drilling, (9) jackhammer, and (10) gun-shots.

CSIC 2010 HTTP

This dataset contains thousands of web requests which are generated
automatically. This dataset is labeled as anomalous (25,000) and normal (36,000)
requests and they contain the attacks of: (1) buffer overflow, (2) CRLF injection, (3)
server-side, (4) XSS, (5) parameter tampering, (6) files disclosure, (7) SQL injection,
and (8) information gathering.

ISOT

This dataset is a combination of commonly existing malicious and non-malicious
datasets. It contains a variety of trace data of the network spanning from emails
and web to streaming and backup media. The attacks include in this dataset are of
two types of botnets: (1) Zeus, and (2) Waledac.

ADFA-LD

This dataset is based on cyber security for the evaluation of data mining-based
IDS and machine learning. This dataset contains the Linux OS records. Type of
attacks includes in this dataset are: (1) meterpreter, (2) Webshell, (3) hydra-SHH,
(4) java-meterpreter, (5) hydra-FTP, and (6) Adduser.

IoTID20

This dataset was proposed for IDSs. It is the recent dataset used to simulate
network attacks coming from two smart devices. The threats that occur in this
dataset are (DoS, Mirai, scan, MITM, and normal). It contains 83 features of the
network and 3 other features with 625,783 records.

UNSW’s Bot-IoT

This dataset provides a combination of the botnet and normal traffic. The source
files for this dataset are available in different formats of CSV, original pcap, and
generated argus files. The extracted flow traffic in CSV format is 16.7 GB and
captured pcap files are 69.3GB in size. The dataset includes several types of
attacks like: (1) keylogging, (2) service and OS scan, (3) DoS, (4) DDoS, and (5)
data exfiltration.

1.4. IoT Security and Cloud Services

To provide better IoT security, several machine learning methods have been imple-
mented [15,16]. Moreover, cloud services are also utilized for better, more secure, low-cost,
and efficient connectivity. In [17], the cipher text-policy attribute-based mechanism for
keyword searching and data sharing (CPAB-KSDS) method was developed to encrypt
cloud data when the cloud service provider (CSP) is searching and sharing the data with
the end-user. Another advantage of this model is that it does not need public key generation
(PKG) to re-encrypt the key every time. In [18], the authors introduced a scheme to check
the fairness and verification of current data while handling encrypted outsourced data.
The verification and fairness attribute-based proxy re-encryption (VF-ABPRE) scheme was
implemented to check if the data sent by the server were correct or if there was a mali-
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cious allegation in the data. For better security, the authors used verification and fairness
cipher text-policy attribute-based proxy re-encryption (VF-CP-ABPRE) to secure the data.
The message-lock encryption technique is used to prevent common users from seeing the
plain text.

In order for the server to revoke some client’s access, reference [19] presented the
scheme revocable attribute-based encryption-data integrity (RABE-DI) to revoke client
access even to authorized users. This model was presented to ensure the integrity of a
cloud service after revocation is executed. Algorithms such as Revoke and Decre were used
for more enhanced output. In [20], the authors used revocable identity-based broadcast
proxy re-encryption (RIB-BPRE) so that a user could send simple data to multiple groups
with a key mechanism. A key mechanism is used to achieve correct revocable notion in the
proposed method. The key mechanism is needed due to the vast variety of information
and the massive amount of data in cloud computing.

1.5. Defense Strategies and the Motivation for This Work

In general, the security issues faced by IoT devices are malware, weak password
protection, exploitation, skill gaps, poor device management, insecure protocols, data
leakage, firewall, secure booting, intrusion deception threat (IDT), authentication, and
encryption [21–23]. Different methods have been utilized as defense strategies, such as
(1) distributed deep learning (DDL) [24], (2) adversarial deep learning (ADL) [25], (3) the
bidirectional short term memory based recurrent neural network (BLSTM-RNN) [26],
(4) the artificial neural network (ANN) [27], (5) the deep neural network (DNN) [28],
(6) existing network intrusion detection system (NIDS) implementation tools [29], (7)
tensor DNN [30], (8) adversarial machine learning and other traditional methods (such
as Petri Net) [25], (9) cloud-based distributed deep learning frameworks—(a) distributed
convolution neural networks and (b) cloud based temporal long-short term memory [31]—
(10) the uniform intrusion detection method [32], (11) the deep-learning-based intrusion
detection system method with the combination of spider monkey optimization and a
stacked-deep polynomial network [33], (12) the baptized BotIDS-based convolutional neural
network [34], (13) CorrAUC [35], (14) K-nearest neighbors (KNN) and LSVM [36], (15)
random forest (RF) [36–38], (16) neural networks [36,38], (17) decision trees (DTs) [36,37],
and (18) supervised, unsupervised, semi-supervised, and reinforcement techniques [39,40].
However, these defense strategies do not express the deployment of semi-supervised and
advanced deep learning methods, which formed the main motivation for this paper.

1.6. Preceding Affined Review Papers

The herein presented review mostly covers only the security issues, malicious attacks,
and their detection mechanisms in IoT systems. The review and survey papers existing in
the literature are also summarized in Table 2. The article in [41] talks about deep learning
methods in cyber security. Various methods, such as deep auto-encoders, restricted Boltz-
mann machines, RNN, generative adversarial networks, DBN, and CNN, are described.
The idea is to detect malicious botnet attacks, such as malware, spam, insider threats, false
data injection, and malicious domain names. In this study, the KDD-99 dataset was used.
Reference [42] is a survey of machine and deep learning methods for IoT security. Both
machine and deep learning methods have been discussed to detect malicious attacks in
ML/DL layers (application, network, and perception) by using multiple datasets to achieve
higher security. Machine-leaning-based solutions for security of IoT are described in [43].
Various machine learning methods have been discussed to identify and detect attacks
and abnormal behaviors in an IoT framework. Reference [44] is a survey of IoT security.
Confidentiality, integrity, and availability issues are discussed using artificial intelligence
methods in an IoT environment. Deep learning and big data technologies for IoT security
are discussed in [45]. This paper studies deep learning and big data technology models to
provide a secure IoT environment by detecting attacks.
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This article is different from the aforementioned review papers because semi-supervised
machine learning methods and advanced deep learning methods are also included for the
detection of cyber attacks in IoT systems and devices in this paper. Moreover, classification
methods and different datasets used for cyber attack detection are also presented.

Table 2. Summary of review papers on detection of IoT cyber attacks.

Ref. Description and Contribution

[41]

Different deep learning methods (deep auto-encoders, restricted Boltzmann machines,
RNN, generative adversarial networks, DBN, and CNN) are desribed that detect
malicious botnet attacks like malware, spam, insider threats, false data injection, and
malicious domain name among others. KDD-99 dataset has been used.

[42]

Both machine and deep learning methods (DT, SVM, KNN, RF, AR, K-means, EL, PCA,
CNN, RNN, AE, RBMs, DBMs, GAN, and EDLNs) have been discussed to detect
malicious attacks in ML/DL layers (application, network, and perception) by using
multiple datasets for achieving higher security.

[43]
Different machine learning methods (Clustering, DT, SVM, KNN, RF, NB, AR, NN,
K-means, EL, RL, and PCA) have been discussed to identify and detect attacks and
abnormal behaviors in an IoT framework.

[44] Confidentiality, Integrity, and Availability issues are discussed using artificial
intelligence methods in an IoT environment.

[45]

This article study deep learning and big data technologies model (RNN, DNN, DBM,
MLP, ELM, ANN, AE, DRBM, CC4 neural network, Apache Spark, Apache Hadoop,
and Apache Strom) to provide a secure IoT environment by detecting attacks (Botnet,
DNS, and Malware).

1.7. The Necessity for an Up-to-Date Review

Through the previous reviews of the latest selected research findings, it has been
shown that there are various IoT challenges and important IoT issues, structures, and
key application areas to be explored. The rapid growth and widespread adoption of IoT
devices makes IoT security issues more complex, which increases the need for developing
network-based security solutions. While current systems are doing well at identifying
cyber attacks, it is still a challenge to find all of them. As network attacks increase, and
with the increase in the amount of information available on networks, faster and more
efficient ways to detect attacks are needed, and there is no doubt that there is a wide range
of ongoing ways to improve network security. One important IoT issue that needs attention
and more research is security and privacy. The detection of cyber security attacks using AI
on IoT has greatly improved. Due to this, it is essential and necessary to provide a detailed
analysis by studying the previous research. Our goal was to recognize the ML and DL
methods that are most effective for detecting threats and attacks on IoT systems and to
explore existing methods of mitigating those attacks using effective strategies. A couple of
studies have focused on the traditional methods, and others focused on strategies of deep
learning for the security of IoT. In our research, we tested both ML and DL methods for IoT
security and considered future directions.

The main contributions of this paper are to explore and identify the development of
semi-supervised machine learning and advanced deep learning methods for the detection
of cyber attacks in IoT systems and devices. We also aim to bridge the gap between feature
selection methods and various datasets utilized for cyber attack detection in IoT systems
and devices.

1.8. Brief Description of the Review Methodology

The literature review was conducted using a variety of data sources based on a search
strategy designed to identify relevant subjects. To date, systematic computer searches have
been completed using various sources of information, namely, ACM, SCOPUS, IEEE Xplore,
Science Direct, MDPI, and Web of Science.



Electronics 2022, 11, 1502 6 of 20

The primary selection was made with respect to several characteristics, as shown in
Figure 2. The search focused on the mapping of existing literature on Internet security,
machine learning, and deep learning security in the discipline of computer science. The
search covered the years 2016 to 2022 and included papers from journals published in
English only; we only used a few review papers. All articles published before 2016 were
been included. Additionally, searches were not limited to a specific region or country and
were performed at a global level.

Figure 2. Paper selection procedure.

1.9. Formation of the Remaining Work

The formation of rest of the article is structured as follows: Machine learning methods
are described in Section 2. The deep learning methods are comprehensively described in
Section 3. Finally, conclusions and future prospects are presented in Section 4.

2. Machine Learning Methods

Different types of machine learning methods have been used for the detection of
malicious attacks in the literature. The most used machine learning methods are RF, DT,
and KNN. The workings of these machine learning methods are provided as follows.

Figure 3 shows the structure of the DT, which splits the root node into nodes and
sub-nodes by using multiple algorithms. Decision nodes are split into further sub-nodes
and decide for their sub-nodes. Leaf nodes are the nodes that provide the outcomes and
are not split into further sub-nodes. A section of an entire tree is called a sub-tree, which
includes a decision node and leaf nodes.

KNN is the simplest and most popular ML algorithm that helps an unknown class
to identify its neighboring classes so that it can estimate its own class. Figure 4 shows the
KNN process, where we have two classes, A and B, and a class with a question mark that
needs estimation of its class regardless of labels. The neighborhood of the query instance is
three, because there are three instances within the circle. Within the small circle, we have
one instance belonging to class A and two instances belonging to class B. As there are more
neighbors of the query instance belonging to class B, it will be assigned the class B label.

Random forest (RF) is an ensemble learning method. It consists of multiple decision
trees operating together. A number of decision trees, T1–Tn, are trained on different
samples (with replacement) of the dataset. Each tree from T1 to Tn individually provides a
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class for a query instance, and the class with more votes becomes the final class prediction,
as illustrated in Figure 5.

Figure 3. General structure of a decision tree algorithm.

Figure 4. Working structure of a k-nearest neighbors algorithm.

Figure 5. Working structure of a random forest algorithm.
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Supervised, semi-supervised, and unsupervised ML methods are presented in the
following subsections for detailed discussion on cyber attack detection in IoT systems
and devices.

2.1. Supervised Machine Learning Method in IoT Security

An SVM classifier was used in [46] to detect the intrusion of selective forward and
blackhole network layer attacks in a network. IoT testbed data were used to test the model
against selective forward (SF) and blackhole (BH) attacks. Sink in the middle and at the top
network topologies were used to evaluate the detection. The SVM detection model was not
able to detect all the malicious nodes for SF attack, and the precision rate was below 50%.
The Matthews correlation coefficient equation was used to derive the precision, accuracy,
PPV, NPV, and TPR. The results show that 100% TPR and a 99.8% accuracy rate were
achieved for SF and BH network routing attacks. In [47], c-support SVM was proposed for
detecting abnormalities within IoT networks. Both normal and malicious data were trained
and evaluated using the KDD-99 dataset. The detection accuracy was up to 100% when SH
and BH attacks were present, whereas 81% detection accuracy was achieved when different
network topologies were evaluated for all routing attacks.

A uniform intrusion detection method was used in [48] to detect the intrusions of
DoS, probe, U2R, and R2L in an IoT network. To make the IoT network more secure and
accurate, NSL-KDD and KDDCUP99 datasets were used, along with random forest as
the classifier of supervised machine learning. Other classifiers (KNN, NB, DT, RF, and
LR) were used for comparison to test the accuracy of the proposed method. With both
the datasets and classifiers, the accuracy of the proposed model was shown to be up to
99.9% with minimum use of time and energy. In [49], researchers proposed the IoTArgos
model to detect anomalies and new attacks and to secure the privacy of user data in smart
homes. IoTArgos used a two-stage IDS supervised classification algorithm to filter and
detect known attacks using a training suite of the classification algorithm. Classifiers used
in this article were kNN, LR, RF, NB, and SVM. To identify and evaluate new attacks,
IoTArgos also used anomaly detection algorithms of CBLOF, FastABOD, FB, IForest, LOF,
and PCA. Experimental result showed that precision rate of proposed IoTArgos model was
0.9876, and its recall rate was 0.9763.

In [50], attacks such as DoS and spoofing were detected using the IoTID20 dataset.
RF, SVC, XGBoost, and LR techniques were used to detect intrusion and improve the
performance and accuracy of the proposed model. Simulation results showed that these
techniques provide high accuracy and can be used to detect IoT attacks. In [51], various
supervised ML methods are integrated into the MLlib library of Apache Spark for fast
data processing and identification of the SYN-DoS cyber attack. Both performance and
application/training time for SYN-DoS cyber attacks were analyzed. Performance and
implementation of ML algorithms such as RF, DT, LR, SVM, and GBT were tested on the
SYN-DoS public dataset. Experimental results showed that the RF accuracy rate was 100%,
and the shortest training time (up to 23.22 s) was achieved for DT, with 2 million rows.
The minimum application time was 0.13 s for about 600,000 instances in the case of the RF
algorithm with Apache Spark. Note that this algorithm is required to be used in a cloud
environment for better scalability and ease of use. Moreover, the model generated by RF is
easy-to-use and easy-to-implement in both low and high-level languages. Table 3 presents
a summary of different supervised ML methods in terms of: (1) types of malicious attacks,
(2) feature selection methods, (3) detection methods, and (4) datasets considered for study.
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Table 3. Summary of supervised machine learning methods for cyber attack detection in IoT.

Refs. Detection Method Type of Attacks Feature Selection/Classification Methods Datasets

[46] Intrusion Detection
Selective forward and
Blackhole network layer
attack

SVM IoTtest bed data

[47] Anomaly detection Blackhole, Selective forward,
and Sinkhole c-SVM KDD-99

[48] Uniform detection DoS, U2R, Probe, and R2L Random Forest NSL-KDD and KDDCUP99

[49] IoTArgos Zero-day or unknown attack NN, LR, RF, NB, and KNN

[50] Intrusion detection DoS and Spoofing RF, SVC, and XGBoost IoTID20

[51] MLlib of Apache Spark SYN-DoS attack RF, DT, LR, SVM, and GBT SYNDOS2M

2.2. Semi-Supervised Machine Learning Methods in IoT Security

In [52], classifiers such as SVM and KNN were used to classify the feature sets, and
ensemble method was used to detect normal or malicious packets. The dataset used in
this paper was the NSL-KDD dataset. Note that all classifiers worked in a distributed
environment to reduce future attacks. With hybrid methods and fewer features, theaccuracy
increase was 10%, and the false positive rate was shown to be reduced by 0.05. Hence, it is
concluded that detection performance was improved with a higher true positive rate and
fewer features. A flow-based NIDS (SSLEEK) approach was developed in [53] to produce
alerts on anomaly and malicious attacks. NetFlow files are used to detect botnet traffic in a
network session. This method shows improvements in accuracy and efficiency compared
to traditional NIDS. The classifiers selected were K-means, K-NN, and GMM. The K-NN
classifier is the most popular in machine learning. The workings of the K-NN classifier is
shown in Figure 4.

In [54], the hierarchical stacking-temporal convolutional network (HS-TCN) was devel-
oped to detect anomalies in the communication of smart homes. Using this semi-supervised
technique, a 30% improvement in results was shown as compared to the supervised model.
Using hierarchical and stacking methods improves security and performance. A multi-
layer clustering model has been proposed in [55] to detect and prevent intrusion. A
semi-supervised multi-layered clustering (SMLC) model was compared with tri-training
and classifiers such as RF, Bagging, and AdaboostM1 with two datasets, NSL and Kyoto
2006+. The results showed that multi-layer clustering performed better than the tri-training
model while using 20% less unlabeled data and had comparable performance to the ensem-
ble method, but SMLC has a higher testing time than the latter. In [56], fuzziness-based
learning approach was used by developing unlabeled samples supported with a supervised
approach to improve the performances of classifiers. For a base classifier, NNRw (neural
network with random weights) was used because it is computationally efficient and has
an excellent learning performance. The proposed method showed that unlabeled samples
belong to high and low fuzziness categories, which played an important role in improving
the classifiers’ performances as compared to other existing classifiers.

In [57], authors proposed a two-model Gaussian fields approach and a spectral graph
transducer to detect the unknown malicious attacks. They also used MPCK-means to
improve the performances of clustering methods. KDD Cup 1999 dataset was used to test
the models. In [58], the DAS-CIDS system was designed to enhance the performance of
IDS and to reduce the false alarm rate. The DARPA (KDD99) dataset was used to analyze
the performance of the detection, and Snort alarm was used to reduce the false alarm rate.
Results showed that the proposed method is more efficient than traditional supervised
classifiers due to the automatic support for unlabeled data. A dynamic ensemble algorithm
was used in [59] in combination with a semi-supervised extreme learning machine (SSELM).
Moreover, the mutual information criterion was proposed for detecting anomalies of
large-scale data. SSELM works as a base classifier that provides high relevance and low
redundancy. Real-life datasets from UCI (BC, COIL20, ILPD, and HARS) were used for the



Electronics 2022, 11, 1502 10 of 20

experiment, and results showed that the proposed algorithm outperformed the state-of-
the-art methods in the case of average classification. In [60], authors proposed the SDRK
machine learning model to detect and mitigate intrusion on fog nodes. NSL-KDD was
used as a dataset. Testing of SDRK model was performed on fog nodes that lay between
cloud layers and IoT. The proposed model showed more accuracy and a shorter testing
time. SDRK detection accuracy improves up to 99.78%. Table 4 presents a summary of
semi-supervised ML methods in terms of types of malicious attacks, feature selection
methods, detection methods, and datasets considered.

Table 4. Summary of semi-supervised machine learning methods for cyber attack detection in IoT.

Refs. Detection Method Type of Attacks Feature Selection/Classification
Method Datasets

[52] Ensemble-based Learning Ransomware, DDoS, U2R,
and Remote login RF, SVM, AAN, DT, and KNN NSL-KDD

[53] Flow-based, and
anomaly-based (SSLEEK)

Botnet traffic, DDoS, and
port scanning K-means, GMM, and KNN NetFlow files

[54] HS-TCN Anomaly detection KNN, SVM, DT, and Naïve·Bayes DS2OS

[55] Multi-Layer Clustering
Model

Intrusion Detection and
Prevention RF, Bagging, and AdaboostM1 NSL and Kyoto 2006+

[56] Fuzziness-based Learning Intrusion Detection SVM, RF, and Naïve Bayes NSL-KDD

[57] SGT, GFA, and
MPCK-means

Signature-based misuse and
anomaly detection

Naïve Bayes, Bayes Network, SVM,
RF, KNN, C4.5, and RBF Network KDD Cup 1999

[58] DAS-CIDS Enhance intrusion detection
and false alarm reduction KNN, RF, Snort alarm, and J48 KDD99

[59] Dynamic Ensemble
algorithm Anomaly detection BC, COIL20, ILPD, and HARS LapRLS, LapSVM, and SSELM

[60] SDRK Detect and Mitigate
intrusion, data deluge attack KNN, DFNN, and RRS- K-means NSL-KDD

2.3. Unsupervised Learning in IoT Security

The grey wolf optimization one class support vector machine (GWO-OCSVM) was
proposed in [61] to detect the botnet attacks that are launched from IoT devices. OCSVM,
IF, and LOF algorithms were used to test the proposed model, and results showed that
GWO-OCSVM can detect botnet and perform classification better than the other algorithms.
With the use of the NN-BaIoT dataset, experiments showed that GWO-OCSVM achieved
better results as compared to the other three algorithms in terms of FPR, TPR, and G-means.
The performance was enhanced up to 92%. In [62], MCS applications have been used to
protect the reliability and correctness of user data. The cyber trustworthiness of the MCS
report was ensured in the presence of smart and scheming adversaries. Real IoT datasets
are used to prove the effectiveness and accuracy of this model.

In [63], authors proposed the IRESE model to detect rare-events and anomalies on the
incoming data stream over the edge devices of IoT. For better detection and performance of
the IRESE model, various rare-event types (gunshot, glass break, scream, and siren) were
used for testing. The whole system was tested using an agile-based IoT gateway. Testing
results proved that IRESE is a portable and lightweight system, which can be deployed
anywhere and start detecting rare events from the start. Anomaly-based detection was
used in [64] to detect the botnet in IoT devices. Multiple features were used from both
datasets (unbalanced and balanced), but only three features were able to differentiate
between normal and malicious traffic. Experiments showed the best precision and accuracy
of up to 90% were achieved through RF and entropy with five features in both balanced
and unbalanced datasets. Note that the result was the same when 10 features were used.
Results showed that single model for IoT devices provides better detection. However, a
separate model for each IoT device provided a more accurate detection rate.
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In [65], authors considered hybrid-based intrusion detection (misuse-based and anomaly-
based detection) that uses map reduce for distributed detection. Both misuse and anomaly-
based methods used supervised and unsupervised optimum-path forest models to detect
the intrusion from wireless sensor network and IoT devices. Anomaly detection based on
unsupervised OPF was used for detecting internal attacks that happened in 6LoWAPN,
and misuse detection was based on external cyber attacks that happened from the Internet.
Both internal and external attack detection showed superior results compared to other
existing classifiers.

In [66], authors proposed a network threat situation assessment model using con-
cepts of unsupervised models: it used unlabeled data to detect network threats in an IoT
system. CSIC 2010 HTTP, ADFA-LD, UNSW-NB15, and ISOT datasets were used to test
the proposed model. Experimental results showed that the developed model performed
better than the traditional model based on the supervised method which used labeled data
to detect network threats. Table 5 presents a summary of unsupervised ML methods in
terms of types of malicious attacks, feature selection methods, detection methods, and
datasets considered.

Table 5. Unsupervised machine learning methods for cyber attack detection in IoT.

Refs. Detection Method Type of Attacks Feature Selection/Classification
Method Datasets

[62] MCS application Preservation of data
trustworthiness SVM, NN, NB, and RF Real IoT datasets

[61] GWO-OCSVM Botnet detection LOF, OCSVM, and IF NN-BaIoT

[63] IRESE Anomaly and rare-event
detection

Gunshot, glass break, scream, and
siren DCASE 2017 and UrbanSound8k

[64] Anomaly-based Botnet attack LOF, OCSVM, and IF Unbalanced and balanced

[65] Hybrid-based detection Intrusion detection SVM, NB, and CART NSL-KDD

[66] Network Threat Situation
Assessment Model (NTSA) Network Threat – CSIC 2010 HTTP, ADFA-LD,

UNSW-NB15, and ISOT

3. Deep Learning Methods

Deep learning methods have also been used for detection of malicious attacks in the
literature. Popular deep learning methods in the IoT are deep belief networks and adaptive
boost algorithms. The deep belief network (DBN) is a popular deep learning algorithm that
consists of a visible layer (input Layer) and multiple hidden layers (latent variables). This
algorithm works in layers. First, the input layer sends data to the first hidden layer and
processes it. Secondly, the next hidden layer takes the first hidden layer as an input layer
and processes the data. This process is repeated until the last layer shows the output of the
algorithm, which is shown in Figure 6.

Figure 7 presents the working of popular adaptive boost (AdaBoost) algorithm. This
algorithm shows that weights are reassigned at each iteration. Higher weights are assigned
to an imperfectly classified instance. At the start, all the instances have equal weights. In
the first classifier, incorrect classifier instances are given higher weights than corrected
classifiers, and these instances are used as an input in the second classifier. This process is
repeated until specified conditions are met. In this algorithm, all the classifiers (models)
are created by using errors of previous classifiers, and this process repeats until a strong
or correct classifier is obtained. The detailed discussions on the use of deep learning for
detection of cyber attacks in IoT system are provided in the following.
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Figure 6. The general structure of a deep belief network.

Figure 7. Working of adaptive boost algorithm.

An intrusion detection model based on the hybrid genetic algorithm and deep belief
network (DBN) algorithm was presented in [67]. It was achieve higher accuracy and a
higher detection rate. For simulation and evaluation of the model, the KDDCUP dataset
was utilized. Different existing DL models were used for a performance comparison to
detect the intrusion of DoS, R2L, Probe, and U2R attacks. These DL algorithms used for
comparison were the thermodynamics-based artificial neural network (TANN), the fuzzy
clusters-artificial neural network (FC-ANN), and the back propagation neural network
(BPNN). Results showed that the intrusion detection of the hybrid genetic algorithm
and DBN model were considerably improved compared to the considered existing DL
algorithms. In [68], authors proposed an LM-BP neural-network-based model to detect DoS,
R2L, Probe, and U2R attacks. This approach was addressed to prove that it is better than
the traditional BP and PSO-BP models. For evaluation, simulation, and performance of this
approach, the KDDCUPP-99 dataset was utilized. Results showed that LM-BP overpowers
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the other models in terms of intrusion detection. Experimental results showed that the false
alarm rate is 1.34% and the accuracy rate up to 93.31% better than those of other models.

An IDS model case-sensitive stacked auto-encoder (CSSAE) was developed in [69] to
deal with imbalanced data in IDS. Two datasets, KDDCUP-99 and NSL-KDD, were used
to evaluate the performance of CSSAE. It was compared with SAE and NDAE models.
Experimental results showed that the accuracy of CSSAE is up to 99.35% better and it is
1.15 times faster than SAE and NDAE models. A cyber attack detection method based on
the recurrent neural network (RNN) was developed in [70]. LSTM acts as a module in an
ensemble of detectors, and LSTM modules merge with DT method to produce the final
output. RF, KNN, MLP, and SVM classifiers were applied to the datasets. The effectiveness
and performance of the proposed method were evaluated by a real-world dataset (Modbus
Network Traffic) and the method obtained a 99% accuracy rate to detect cyber attack in
IoT devices.

In [71], a CNN-based dual deep learning model was proposed for disaggregation and
aggregation architecture using an energy audit to detect the cyber-physical attack. By using
an energy meter, the proposed model checks the system behavior to detect the attacks. The
disaggregation model detects a cyber attack, and the aggregation model detects a physical
attack. By using energy consumption, the proposed model can detect attacks much better
than a single deep learning method. The simulation results showed that a cyber attack is
detected in between 900 and 1100 s, and physical attacks are detected in the time frame of
150 to 600 s.

The intelligent intrusion detection system (IID) was used with a DBN-based deep
learning algorithm in [72] to detect malicious traffic in an IoT environment. The proposed
method was evaluated for both real (provide proof of concept) and simulation (provide evi-
dence of scalability) networks to prove its effectiveness. For evaluation, IID was compared
with the inverse weight clustering (IWC) model. Results showed that the proposed model
can efficiently detect both real and simulation traffic attacks. IoT devices are changing
rapidly in shape, size, complexity, and usage nowadays; and it is getting difficult to detect
attacks transferred between IoT devices. Hence, a hybrid convolutional neural network
model (HCNN) was developed in [73] to detect the DoS, sinkhole, and eavesdropping
attacks in IoT devices. The UNSW NB15 dataset was used, and the RNN model was
compared with HCNN for performance comparison. Experimental results showed that
the hybrid approach can detect a wider range of attacks in IoT systems than RNN. HCNN
achieved 98% better efficiency than RNN.

In [24], a distributed deep learning was proposed for an IoT/Fog system to detect DoS,
R2L, Probe, and U2R-based cyber attacks. Distributed deep learning was compared with
centralized learning for analysis, and results showed that a distributed deep method can
detect attacks with up to 99% accuracy. The NSL-KDD dataset was used to detect attacks
in this study. In [74], a deep neural network-based learning strategy was proposed for
identification and detection of malicious attacks in IoT networks. The malicious attacks
considered were DoS, probing, malicious, scan, spying, wrong setup, and normal attacks in
IoT network. Different ML classifiers, GaussianNB, SVM, SDG, RF, LDA, LR, and DT, were
compared with DNN on the DS2OS dataset. Simulation results showed that the accuracy
rate of training was 98.27% and the testing accuracy rate was 98.29%, which resulted in an
average accuracy rate of 98.28%.

A DNN-based framework was proposed in [75] for detecting network attacks and
reducing the false alarm rate. The self-adaptive identification method was adopted in
which the proposed model can send an early warning in a case of attack detection in an
IoT network. For evaluation of performance, the NSL-KDD dataset was used. The early
warning accuracy of the proposed DNN model was 99.9% compared to PCA, Gain Ratio,
and DBN-based frameworks. SVM and SDA methods were used for attack classification.
In [76], a vector convolutional deep learning (VCDL) approach under a fog environment
was used to detect DDoS, DoS, theft, and reconnaissance-based malicious attacks in IoT
traffic. For testing and evaluation of the model, UNSW’s Bot-IoT dataset was used. The
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proposed model was compared with SVM, RNN, and LSTM models for performance
analysis. Results showed that VCDL performed best, with accuracy, precision, and recall of
up to 99.974%, 99.99%, and 99.75%, respectively.

In [77], software defined network–IoT was proposed along with a fuzzy neural net-
work (FNN) to detect three attacks, namely, man-in-the-middle (MITM), malicious code
(MC), and side-channel (SC) attacks, in addition to DDoS in IoT traffic. The fuzzy-rule
based neural network system was used to test and train the model using the NSL-KDD
dataset. With the FNN detection model, the detection accuracy for these four malicious
attacks was reported to be up to 83%. In [78], a feed-forward neural network (FFNN)
model was proposed with new layers for multi-class classification to detect DDoS, DoS,
data gathering, and data theft attacks. The efficiency of the model was tested using both
binary and multi-class classification on datasets with real IoT traffic. Results showed that
binary classifiers detection accuracy was up to 99.99% and multi-class classifier detection
accuracy was 99.79% for the proposed model.

With the rapid growth of IoT devices, it has become more difficult to secure them
against malware. In this regard, an ARM-processor-based IoT application was considered
in [79]. This processor used an LSTM-based RNN structure to detect malware in IoT
network. The LSTM structure had three layers, and it showed promising results compared
to RF, NB, SVM, MLP, KDD, DT, and AdaBoost classifiers. The detection accuracy rate
was up to 98%. In [80], a bi-directional LSTM recurrent neural network (BLSTM-RNN)
model was developed to detect backdoor, DoS, worm, analysis, and reconnaissance attacks
in an IoT network, and the UNSW-NB15 dataset was used for evaluation. Experimental
results showed that the intrusion detection accuracy rate of proposed method was 95.7%.
Moreover, its precision rate and minimum wrong detection rate were 100% and 0.04%,
respectively. A zero false alarm rate was also achieved with recall. The f1-score rate was up
to 98%.

An anomaly detection system (ADS) based on deep learning was presented in [81]
to identify malicious activities, such as fuzzers, analysis, backdoor, DoS, generic, exploits,
reconnaissance, shellcode, and worms attacks, in an industrial IoT environment. In the
proposed ADS, results of deep auto encoder (DAE) were used for initialization of deep
feed-forward neural network (DFFNN) in the training phase and testing phase. Old NSL-
KDD and new UNSW-NB15 datasets were used to detect both outdated and new malicious
attacks. Activities were detected by using DAE and DFFNN, two models of ADS, for
evaluation. Results showed that the proposed model detection rate was up to 99%, and the
false positive rate was minimal, at 1.8%.

In [82], an efficient intrusion detection model was proposed based on deep learning
to detect DoS, injection, reconnaissance, and zero-attacks in the Brownfield industrial IoT
system. A denoising auto-encoder was used for unsupervised learning from data and a
deep neural network for supervised learning from data with the dataset MODBUS. The
proposed model was compared with SVM, KNN, NB, and RF models for testing and
evaluation. The proposed model showed promising results with a detection rate of 91.49%,
a precision rate of 96.41%, and a false positive rate of 1.87%. Table 6 presents a summary of
DL methods in terms of types of malicious attacks, feature selection methods, detection
methods, and datasets considered.

Table 6. Deep learning methods for cyber attack detection in IoT.

Refs. Detection Method Type of Attacks Feature Selection/Classification
Methods Datasets

[67] Deep belief network (DBN)
and genetic algorithm (GA) DoS, R2L, Probe, and U2R TANN, FC-ANN, SA-DT-SVMS, and

BPNN KDDCUP

[68] LM-BP neural network
model DoS, R2L, Probe, and U2R Traditional BP and PSO-BP KDDCUP99

[69] CSSAE DoS, R2L, Probe, and U2R SAE and NDAE KDDCUP99 and NSL-KDD
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Table 6. Cont.

Refs. Detection Method Type of Attacks Feature Selection/Classification
Methods Datasets

[70] Ensemble, LSTM module cyber attack RF, KNN, MLP, and SVM Modbus network traffic

[71]
Dual deep learning model
(energy audit & analytics
mechanism)

Cyber and physical attacks - -

[72] Intelligent intrusion
detection system

DDoS, sinkhole, blackhole,
wormhole, and
opportunistic attack

IWC -

[73] Hybrid convolutional neural
network model (HCNN)

DoS, sinkhole, and
eavesdropping RNN UNSW-NB15

[24] Distributed attack detection DoS, R2L, Probe, and U2R Duration, protocols, source bytes,
destination bytes, service, and flags NSL-KDD

[74] DNN based anomaly
detection framework

DoS, probing, malicious,
scan, spying, wrong setup,
and normal attacks

GaussianNB, SVM, SDG, RF, LDA,
LR, and DT DS2OS

[75] DNN Network attacks SVM and SDA NSL-KDD

[76] VCDL DDoS, DoS, theft, and
reconnaissance SVM, RNN, and LSTM UNSW’s Bot-IoT

[77] SDN-IoT and FNN MITM, DDoS, side-channel,
and malicious code - NSL-KDD

[78] FNN DoS, DDoS, data gathering,
and data theft SVM Cutting-edge IoT

[79] ARM-based IoT and LSTM Malware threat RF, NB, SVM, MLP, KDD, DT, and
AdaBoost -

[80] BLSTM-RNN Backdoor, DoS, worm,
analysis, and reconnaissance LSTM UNSW-NB15

[81] ADS-based deep learning

Fuzzers, analysis, backdoor,
DoS, generic, exploits,
reconnaissance, shellcode,
and worms

F-SVM, DMM, CVT, DBN, RNN,
TANN, DNN, and ensemble-DNN NSL-KDD and UNSW-NB15

[82] DAE and DNN
DoS, injection,
reconnaissance, and
zero-attacks

SVM, KNN, NB, and RF MODBUS

4. Conclusions and Future Prospects

IoT is an emerging technology, but the security of its devices and systems is a major
concern. Therefore, this paper presented security concerns on IoT networks. Moreover,
supervised, semi-supervised, and unsupervised machine learning methods were discussed
for the detection of different malicious attacks in IoT networks. Deep-learning-based meth-
ods were also explained for the detection of cyber attacks in IoT systems. In machine and
deep learning detection methods, various malicious attacks, such as DoS, DDoS, probing,
U2R, R2L, botnet, spoofing, and MITM attacks, were discussed. Moreover, datasets used in
machine and deep learning detection methods were also included. All learning methods
were compared in terms of the types of attack, feature selection methods, method(s) used to
detect attacks, and datasets to pick the best techniques or methods to detect these attacks.

In the future, research should be focused on system throughput, as more IoT devices
will be connected to IoT systems. Therefore, scalability issues of detection methods should
also be considered when addressing security protocols. Security protocols should be
designed to be cost-efficient and computationally efficient to meet the devices’ resource
constraints. Future studies should also be focused on data security, infrastructure problems,
and privacy leakage. Novel machine and deep learning methods can also be explored to
overcome cyber attacks. Semi-supervised machine learning and reinforcement learning
methods have not been well explored for malicious attack detection in IoT systems. There
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is also a need for a comprehensive cyber-detection system which can offer robustness,
scalability, accuracy, and protection against all types of malicious threats.
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Abbreviations
The following abbreviations are used in this manuscript:

ADS Anamoly detection system
ANN Artificial neural network
BH Blackhole
BPNN Back propagation neural network
CBLOF Clustering-based local outlier factor
CNN Convolutional neural network
DT Decision tree
DBN Deep belief network
DL Deep learning
DoS Denial of service
DDoS Distributed denial of service
Fast-ABOD Fast-angle based outlier detection
FC-ANN Fuzzy clusters artificial neural network
FNN Fuzzy neural network
Gaussian NB Gaussian naive bayes
GBT Gradient boosted tree
IDS Intrusion detection system
IDT Intrusion detection threat
IForest Isolation forest
KNN K-nearest neighbour
LDA Linear discriminant analysis
LOF Local outlier factor
LR Logistic regression
ML Machine learning
MC Malicious code
MITM Man-in-the-middle
NB Naive bayes
NPV Negative predictive value
PPV Positive predictive value
PCA Principal component analysis
RF Random forest
RNN Recurrent neural network
SC Side-channel
SF Selective forward
SH Sinkhole
SGD Stochastic gradient descent
SMLC Semi-supervised multi-layered clustering
SSELM Semi-supervised extreme learning machine
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SVM Support vector machine
TANN Thermodynamics-based artificial neural network
TPR True positive rate
XGBoost Extreme gradient boosting
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