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Abstract: This paper aims to improve the response speed of SPDC (stochastic primal-dual coordinate
ascent) in large-scale machine learning, as the complexity of per-iteration of SPDC is not satisfactory.
We propose an accelerated stochastic primal-dual coordinate ascent called ASPDC and its further
accelerated variant, ASPDC-i. Our proposed ASPDC methods achieve a good balance between low
per-iteration computation complexity and fast convergence speed, even when the condition number
becomes very large. The large condition number causes ill-conditioned problems, which usually
requires many more iterations before convergence and longer per-iteration times in data training
for machine learning. We performed experiments on various machine learning problems. The
experimental results demonstrate that ASPDC and ASPDC-i converge faster than their counterparts,
and enjoy low per-iteration complexity as well.

Keywords: stochastic optimization; machine learning; empirical risk minimization; coordinate ascent
algorithm; primal-dual algorithm; strongly convex and smooth

1. Introduction

In this paper, we consider a composite convex optimization problem, Regularized
Empirical Risk Minimization (RERM), that can be solved by SPDC [1]. Our goal is to use
our proposed ASPDC find the approximate solution of the following optimization problem:

i (yi, w" x;,b) + g(w)} 1

=

1
min{P(w) = —
weRd{ (w) "

Il
—_

where x; € R? is a feature vector, ; is the corresponding label in a machine learning task,
{(x,yi)}, i =1,2,...,n are n samples in the dataset, ¢; is the proper convex function of
the linear predictor w”x;, and g(w) the simple convex regularization function.

RERM is one of the central problems in machine learning. It is now prevalent in the
data mining and machine learning domain. More background information on RERM can
be found in [2]. The following are four examples of RERM:

1. Linear SVM, where ¢;(y;, wTx;,b) = max{0,1 — y;(w"x; + b)}, g(w) = 2||w||3
2. Ridge Regression, where ¢;(y;, wTx;,b) = 3(y; — (wTx; +b))?, g(w) = §||w||3
3. Lasso, where ¢;(y;, w"x;,b) = 5(yi — (wTx; + b))%, g(w) = Aljw||x
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4.  Logistic Regression, where ¢;(y;, w!x;,b) = log(1 + exp(—y;(w’x; +b))), g(w) =
3llwli3

Here, we focus on the scenario in which the number of samples 7 is very large, as
the per-iteration complexity of SPDC is intolerable in this scenario. Computing a full
gradient becomes extremely expensive in terms of time and space costs. Therefore, RERM
algorithms with a lower per-iteration complexity are more attractive in large-scale machine
learning applications.

General optimization methods to the RERM problem using gradients are categorized
into two types, namely, first-order and second-order. Second-order methods such as the
Newton algorithm employ a Hessian matrix at each iteration to decrease the objective value.
The disadvantage of these second-order methods is that both obtaining and using a Hessian
matrix is computationally expensive. On the other hand, while first-order optimization
schemes are lightweight in gradient computation, they may converge slowly [3,4].

Among the algorithms for solving the RERM problem, we are more interested in
dual algorithms such as stochastic dual coordinate ascent-SDCA, as the dual-gap is a
clearer stopping criterion than gradients. In addition, they are capable of handling non-
differentiable primal optimal functions more easily [5]. SDCA is a first-order optimization
method and is widely used in the current machine learning domain. Dual coordinate
methods have been implemented in open machine learning libraries [4].

The dual methods do not solve the primal problem directly. Instead, they solve the
dual or saddle point problem of the primal problem. The corresponding dual problem of
the primal problem in Equation (1) is formulated as follows:

max(D(®) = 1 ¥ ~4i(w) ' (-, ) @

aeR?

where ¢*(u) = maﬁ{wTu — g(w)} and ¢ are the convex conjugate functions of g and ¢,
weR

respectively. Due to the structure of this dual problem, coordinate ascent methods can be
more efficient than full gradient methods [4,6,7] .

In the stochastic dual coordinate ascent method (SDCA) [5], a dual coordinate «; is
picked randomly at each iteration and then updated to increase the dual objective value.
This helps SDCA to reach a low per-iteration computational complexity. Nevertheless, the
convergency speed of SDCA becomes much slower as the condition number grows. A
large condition number leads to an ill-conditioned problem. An ill-conditioned scenario
refers to a case in which a small change in one of the values of the coefficient matrix causes
a large change in the solution vector [8-11]. Hence, SDCA is not applicable to large-scale
data processing in ill-conditioned scenarios. Unfortunately, many traning tasks involving
large-scale data involve ill-conditioned scenarios. Ill-conditioned problems are particularly
common in mathematics and geosciences [12].

Paper Organization. The rest of this paper is organized as follows. In Section 2, we
describe related works.

In Section 3, we describe the relevant assumptions and preliminaries.

In Section 4, we discuss the accelerated stochastic primal-dual coordinate method. In
this section, we present ASPDC in Algorithm 1 and its convergence analysis for the saddle
point problem in Equation (3).

In Section 5, we extend ASPDC to ill-conditioned problems, in particular, those in
which A < -L. Our proposed extension method is called ASPDC-i, where i means “for
ill-conditioned problems”.

In Section 6, we evaluate the performance of our proposed ASPDC algorithms with
several state-of-art algorithms for solving machine learning problems, then discuss the
experimental results.

In Section 7, we conclude the paper and discuss potential avenues for future work.
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2. Related Work

Shalev-Shwartz and Zhang [13] developed an accelerated proximal stochastic dual
coordinate ascent method (ASDCA), which converges faster than traditional methods when
the condition number is large (Table 1). ASDCA can be regarded as a variant of a proximal
point algorithm equipped with Nesterov’s accelerated technique [14-16]. ASDCA uses an
inner—outer iteration procedure, where the outer loop is a minimization of an auxiliary
problem with a regularized quadratic term. Then, the proximal SDCA starts to solve the
auxiliary problem with a customized precision. At the end of each outer loop, Nesterov’s
accelerated update is performed on the primal variable w. Nonetheless, ASDCA requires A

.. 2 .
to be limited to a range of low-level values, for example, A < 15—”7, where 7 is the smooth
parameter of ¢;, n is the number of samples, and R? = max ||x;||3.
1

Studies have extended the inner—outer iteration method in order to derive more
general accelerated proximal-point algorithms, e.g., Catalyst, [17,18]. Theoretically, one can
replace the inner-loop proximal SDCA algorithm using other algorithms, such as SVRG
[19] and Prox-SVRG [20], to obtain the same overall complexity concerning the number of
outer loops.

More recently, Zhang and Xiao [1,21] proposed a stochastic primal-dual coordinate
(SPDC) method to solve the RERM problem defined in Equation (1). SPDC achieves a faster
convergence rate in reducing the dual-gap than ASDCA and other dual methods in general
optimization problems with condition numbers that are not very large. The per-iteration
computation complexity of SPDC is much higher than ASDCA and SDCA. Theoretically,
the per-iteration complexity of SPDC is O(d). However, due to the auxiliary variable
update and the momentum item, SPDC requires much more time to process one pass of a
dataset, as verified in our experiments. When the condition number is large, the SPDC per-
iteration computation complexity of SPDC is intolerable, which makes SPDC inapplicable
to large-scale data processing. Our experiments verified that SPDC is more time-consuming
than ASDCA and other low per-iteration complexity methods. Moreover, the dual-gap of
SPDC is much larger when the data are sparse and have high dimensionality.

The above issue leads to the following key question: “Can we design an algorithm with
both a low per-iteration complexity and a fast convergence rate, especially for ill-conditioned
scenarios in large-scale data processing?” We propose the ASPDC and ASPDC-i algorithms as
the answer to this question. ASPDC methods have the following three advantages:

e Simple structure at each iteration. In comparison with SPDC or other accelerated
variants, ASPDC does not need to keep track of any other auxiliary variables; it only
maintains the primal and dual variable. Each iteration only involves a dual update
and primal update. This design makes its per-iteration complexity much lower than
SPDC and other variants. The simple iteration design makes it easy to be implemented
as well.

¢  Short running time. Our experiments show that to reach the same precision, our
methods need far less time and fewer epochs (numbers of passes through the entire
data) to satisfy the stop condition.

*  Theoretical guarantee. ASPDC adopts Nesterov’s estimation technique [22,23]. We
present a new proof onf the convergence of proposed methods.

Table 1. Abbreviations used in this study.

Complete Name Abbreviation
Stochastic primal-dual coordinate ascent SPDC
Stochastic dual coordinate ascent method SDCA
Accelerated stochastic primal-dual coordinate ascent ASPDC
Extended ASPDC to the ill-conditioned problem ASPDC-i

Accelerated stochastic dual ascent ASDCA
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3. Assumptions and Preliminary

Throughout this paper, the standard Euclidean is denoted as an equation such as
llw||2 = v/L; |wi|?>. We use E to denote the expectation that is taken with respect to the
randomness of ;. For the sake of convenience, we use the new notation x; < (xl-T, DT, w <+
(wT, b)T. Without loss of generality, we continue to assume w € Rd, X; € R4, Then, we
make the following assumptions to clearly specify the problem in Equation (1) as follows:

Assumption 1. Each ¢; is lower semi-continuous and convex, and its derivative is %—Lipschitz
continuous (or equivalently: ¢; is %—smooth), i.e., there exist v > 0 such that |} (a) — ¢/(b)| <
2la—b] VabeR i=12...,n

It is widely known that Assumption 1 implies that ¢; is y-strongly convex (see
Theorem 4.2.2 in the convex fundamental book [24]).

Assumption 2. The primal function P(w) is A-strongly convex: There exists A > 0 such that
Ywq, wy € R4,

A
P(wy) > P(wz) + VP(w,) (w1 — ws) + §||w1 — w3

The convexity of P(w) may come from either ¢; or ¢(w) or both. For instance, if
g(w) = 4||w||3, Assumption 2 holds.

Assumption 3. ||x;||, <1,Vi=1,2,...,n.

Assumption 3 is not a strict one, as when data are normalized, Assumption 3 holds.
Under the three assumptions above, the RERM problem defined in Equation (1) can
be rewritten as the following convex—concave saddle point problem [1]:

min max{f(w,0) = . Vlaz"x: — 4 (@) + g()} ®

weRd a€R?

where ¢/ (a;) = sup{sa; — ¢;(s)} is a convex conjugation function of ¢;. Lemma 1 demon-
seR
strates the relationship between the primal problem of Equation (1) with the problem of

Equation (3).
Lemma 1. Let w* = arg min P(w) and a* = arg max D(«), then we have
weR? acR"

(1) P(w) = max f(w,a)

x€R"
(2) D(«) = min f(w,«a)

weR?
(3)  There exists a unique solution (w*, a*) such that P(w*) = D(a*) = f(w*, a*).

Proof. Presented in Appendix A. [

Lemma 1 implies that we can calculate the optimal solution of the primal problem in
Equation (1) by solving the saddle point problem in Equation (3).

4. Accelerated Stochastic Primal-Dual Coordinate Method

In this section, we present ASPDC in Algorithm 1 and its convergence analysis for the
saddle point problem in Equation (3).

Each iteration in ASPDC can be divided into two steps: the dual update step and
the primal update step. The dual update step is executed first. As shown in lines 4-6 of
Algorithm 1, a dual coordinate, «;, is picked randomly and updated to increase the objective
value of f(w,a) while keeping the primal variable w and other a;(j # i) fixed. Then, the
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primal update step is executed later. As shown in line 7 of Algorithm 1, the primal variable
w is updated to decrease the objective value of f(w,«) while keeping a;(j = 1,2,...,n)
fixed.

The update of the dual variable « is extremely simple. It can be simplified as a univari-
ate optimal problem, which makes its per-iteration complexity much lower than traditional
SPDC algorithms. Specifically, the local update of dual variable «; is

Awa; = argmax f(w, x + Awje;)
Aw;eR
= arg max(Aa;x] w") — ¢ (« ( ®)
Aw;eR

)+ Aa; i), 4)

where e; € R" is a unit vector with the i — th element being one.
The update of primal variable w is shown in Equation (5) as follows:

w* = argmin f(w, a! ) (5)
weRd
= argmin{ (= 2 oc(tﬂ) Tw + g(w)} (6)
weRd
1 n
= argmax{(~= - " "x)Tw — g(w)} @)
weRd i=
n
= Vg (- Y af ), ®)

=1

where the last equation is derived from the conjugation sub-gradient theorem in [25]. In this
way, we turn the optimization process into a derivative operation of g*(w). For instance, if

g(x) = 2||w|[3 the update of primal variable can be written as wtl) = — =, ltH)xi.

We compare the complexity of SPD1, SPD1-VR, and SVRG [19] w1th our methods in
Table 2. In Table 2, r is the maximum number of non-zero elements in each sample, S is
the number of non-zero elements in the whole data sets, d is the dimension of the dataset,
and n the number of data samples. Usually, S is much smaller than nd when the data are
sparse and high-dimensional. Apparently, in most large-scale data applications the data
sets are sparse have high dimensionality, i.e., most of the attributes are zeros. At each
iteration, SPD1 and SPD1-VR choose x;; (the j-th value of sample x;) to update the primal
variable and dual variable regardless of whether x;; is 0 or not. This method enables the
per-iteration complexity of SPD1 and SPD1-VR to be reduced to O(1). However, their
complexity of pass-through data is O(nd), which is the same as SVRG. In contrast, ASPDC
will not execute the update if x;; = 0. Thus, the complexity of its pass-through data is O(S),
which is much lower than SPD1 and SVRG when the data are sparse and high-dimensional.

Table 2. Complexity comparison of per-iteration and pass through data.

Per-Iteration Pass through Data
ASPDC, ASPDC-i O(r) o(s)
SPD1, SPD1-VR o) O(nd)
SVRG [19] O(d) O(nd)

There are two major differences between SDCA and ASPDC, as follows. First, SDCA
tries to solve the dual problem, while ASPDC tries to solve a saddle point problem. Second,
the dual update of ASPDC is significantly simpler than the update of SDCA. The dual
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update of SDCA is shown in (9). In comparison with that of ASPDC in Equation (4), the
dual update of SDCA involves the additional computation of 51| |x;|[3(Aa;)?:

Aaj =
. 1
argmax(oncixiTw(t) —¢; (*lkl(t) — D)) + KHXZ‘ |%(A“i)2 ©)
ADC,‘G]R n

We use the dual-gap metric as the stopping criterion, as shown in line 9 of Algorithm 1.
The dual-gap is calculated by P(w) — D(«), and it is sufficient to say that |P(w) — P(w*)| <
€ if P(w) — D(a) <€, as |P(w) — p(w*)| < P(w) — D(a) < €. This stopping criterion is
easier to implement than the other criteria, e.g., |P(w) — P(w*)| < e. This is for the reason
that w* is not known in advance in real-world machine learning applications.

Algorithm 1 ASPDC
1: Input f(w, a), a0 ¢
2: Initialize w(®) = vgr(—=iynr, le(O)xl-)
3: fort =0,1,2,... do
4:  picki € {1,2,...,n} under uniform distribution.
5 Aaf = arg max(AtxixiTw(t) - 4)1*(0(1@ + Aa;))
AaiGR
6 ) =al) 4+ Aate;
7wt = Vg*(—% i=1 “z(tﬂ)xi)
8: end for
9: Stop condition: P(w(T)) — D(a(T) < e

Output @), &M, P(w(T)) — D(a(T))

In the rest of this section, we show the proof for ASPDC’s convergence. We first
present the following lemma.

Lemma 2. On the basis of Assumptions 1-3, let w'*) and «!) be the sequence produced by ASPDC
and let g(w) = 5 ||wl|[3. VA > -1 then, we have:

s
E(P(w®) - D(a)) < 20(1 — ) (P@®) ~ D@®)) (10)
Proof. The detailed proof can be found in the Appendix. In the proof, we assume that
g(w) = 4||w||3 for convenience. Therefore, the theory only works for 12 regularization.

The extension to 11 regularization is a topic for future work.

The skeleton of the proof in the Appendix can be described using the following three
steps:

First, we obtain
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Second, we have

S E(P(wl) ~ D(a)

< E(D(«!"*) — D(aV))

< E(D(a!"V)) = D(a*) + D(a*) — D(a")))
< D(a*) — D(a)) — E(D(a*) — D(alt*1)
< D(a*) - D(al")

Finally, using the weak duality we can obtain

E(P(w") — D(a'")) < 2n(1 - %)t(P(w(O)) ~D()).

O

Theorem 1. The total number of iterations needed to achieve the expected duality gap of E(P(w!)) —
D(a®)) <eis

£ > 2nlog(2n(P(w®) D(a(o)))é)
Proof. Using Lemma 2, we can obtain
E(P(w") —D(a)) < 2n EXP(%)(P(W(O)) ~ D)), (11)

where, in the inequality, we use the fact that (1 — 5. )f < exp(5). Let 2n exp(4t) (P(w(®)) —
D(a(9)) < ¢; then, we finally obtain t > 2nlog(2n(P(w®) — D(2(9))1). O

As shown by Equation (11), the complexity of ASPDC is O(nlog(n)), In contrast,
the complexity of SVRG is O(d(n + «) log(1/€)) and the complexity of SPDC is O(d(n +

ViR) log(1/e)).

5. ASPDC for I1l1-Conditioned Problems

According to convex theory [16], the value Qf = L/ is called the condition number
of function f if f is L — smooth and yu — strongly convex. Under Assumptions 1-3, the
condition number of the primal function in Equation (1) is (1 4+ yA)/A = % + 1. Suppose
A becomes lower; then, the condition number, Q Iz will be larger. When Q P> 1, the
problem f is called ill-conditioned.

In this section, we extend ASPDC to the ill-conditioned problem, especially when
A< ni. The extension method is called ASPDC-i, in which the suffix i means “for ill-
conditioned problems”.

As shown in Algorithm 2, the procedure of ASPDC-i can be divided into epochs,
indexeds =1,2,3,...,5. Each epoch uses ASPDC to solve the following problem with a
decreasing precision parameter (s:

" x; — ¢ ()] + g(w) (12)

S|
=

I
—

min max . w,n) =
weRdﬂtER”fS( ’ )

where g(w) = g(w) + §||w||3 — xwT@*, k € Ris a constant throughout the procedure, and

g(w) is g(w) plus an additional perturbation term. This additional term is employed to
ensure that the strongly convex parameter A + « of g(w) satisfies A +x > %. Note that

a smaller « is preferable, as a larger « leads to a severe bias between f(w,«) and fs(w, a).
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Therefore, in the implementation of our ASPDC algorithms we simply use the smallest :
K= % — A

These calls of ASPDC produce a sequence w*, s = 1,2,..., which are the solu-
tions of the corresponding approximate problem in Equation (12). Here, we need to
prove that each running procedure of ASPDC from these calls can stop itself after fi-
nite epochs as well as that the output @° satisfies the condition |P(@°) — P(w*)| < e.
In this condition, the variable w* is the theoretical optimal solution of P(w). These facts are

illustrated in the following Theorem 2.

Theorem 2. Algorithm 2 needs S > 1+ %log(él %) epochs to approach the approximate solution
w*, where |P(@°) — P(w*)| < e.

The proof can be found in the Appendix A. The settings of the hyper parameters of
Algorithm 2 are presented in the proof.

Algorithm 2 ASPDC-i

. . 4 . _ 4 _ A
1: Parameter: A < K= A= ok

& =0+y (P@)-D@))

2: Initialize: @' = 0,a' =0
3: fors=1,23,... do _
4 (@@, 651)=ASPDC(fi(w, ), &, 5y &)
5 G541 = (1—0.57)¢s
6: end for
7: stop condition: S > 1+ %log(@li)
Output ws, &°

To make for a fair comparison with other algorithms, we provide an realistic imple-
mentation version of Algorithm 2. This implementation version is shown in Algorithm 3.
Here, the number of iterations in Algorithm 3 is set to be a constant m (e.g., m = 2n). As be
demonstrated in the experiment section, this approach works well.

Algorithm 3 Implemented version of ASPDC-i

) ) 4 4
1: Parameter: A < e K=y A

2: Initialize: @° = 0,2 =0
3: fors=1,2,3,...,5do
g a0 =761 50 = vg*(—% 1 xiaEO))

5 fort =0,1,2,...,m—1do

6: picki € {1,2,...,n} under uniform distribute

7 Aa; = arg max(Aa;x] w(t) — <p;‘(0c§t) + Aw;))
Aw;eR

8: a1 = alh) 4 Ante;

9: wt) = v (-Lyr, xl-le(tH))

10:  end for
1. @ =wm, 7 = alm
12: end for

Output @°

, &

6. Experiments

In this section, we evaluate the performance of our ASPDC algorithms along with
several state-of-art algorithms for solving machine learning problems such as SVM. All
the algorithms were implemented in C++ and executed through a Matlab interface. The
experiments were performed on a PC with an Intel i5-4690 CPU and 16.0 GB RAM. The
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source code and the detailed proofs can be downloaded from the GitHub website (https:
/ /github.com/lianghb6/ASPDC, access on 28 June 2022) and the datasets can be obtained
from the LIBSVM website (https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/,
access on 28 June 2022).

As the computation processes of the problems are similar, in these experiments we
mainly evaluated the practical performance of ASPDC for solving the following SVM
optimization problem:

1& A
f&@{ (w) " ;:1, ¢i(w’x;) + 5 [l [2}

where ¢; is a smooth hinge loss, and is used in [1,5] as well.
0 yinxi >1
1
(Pi(wai) =492~ yinxi yinxi <0

1
5(1 —y;wlx;)? otherwise.

The corresponding convex—concave saddle point problem is as follows:

n

. _ 1 T * A 2
;}rg@ B;%’ﬁ{f(w'“) = ;[alw X — ¢ (a;)] + szHz}

where

1
qb*(ﬂé) _ yjl’(j‘i‘ 5“12 -1 S ying S 0
1 [V

+ oo otherwise.

Under Assumption 3, the smooth parameter v of ¢; is 1. The strongly convex parameter
of P(w) is A, which comes from the regularized function g(w) = 4 ||w||3.

In Figure 1 and Table 3, we show the cases when A is relatively large (e.g., 1072,1073, 10_4).
We compare ASPDC (Algorithm 1) with state-of-art dual methods: the stochastic dual coor-
dinate ascent method (SDCA)[5] and stochastic primal-dual coordinate method (SPDC) [1].
Note that accelerated stochastic dual ascent (ASDCA) [13] cannot be applied to this sce-
nario, as ASDCA requires A to be extremely small (i.e.,, A < ﬁ) We omit the comparison
between ASPDC and the stochastic gradient descent method and its variants (e.g., SVRG
[19] and Katyusha [26]), as there have already been extensive experiments using SPDC and
this situation performed in the literature.

The horizontal axis in Figure 1 is the number of passes through the entire dataset,
and the vertical axis is the logarithmic dual-gap. It can be seen from Figure 1 that ASPDC
and SDCA have comparable performances on relatively large A. With the same epoch,
the dual-gap of ASPDC is lower than that of SPDC by two orders of magnitude after
several epochs.

Figure 1 shows that both SDCA and ASPDC are faster than SPDC. This is because A
in Figure 1 is relative large (e.g., 0.01). In this case, the condition number of problems is
relatively small. When the condition number is large, ASPDC and SPDC perform better
than SDCA. In total, ASPDC is faster and is well suited for ill-conditioned problems.

Table 3. The running time for dual-gap approaches to the given precision (107°) when A = 0.01.

SDCA SPDC ASPDC
a%a 0.505 s 1.311s 0.636's
ifjenn 0.984 s 1.438s 1.183s

covtype 11.502 s 20.526 s 14972 s
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Figure 1. Dual-gap (y-axis) vs, the number of epochs (x-axis). Comparing ASPDC with other methods
for smooth hinge SVM on real-world datasets with regularization coefficient A € {0.1,0.01,0.001, 0.0001}.
The horizontal axis is the number of passes through the entire dataset, and the vertical axis is the
logarithmic dual-gap.

Table 3 lists the needed running time for the dual-gaps of different algorithms to
decrease to the given precision (e.g., dual gap < 10~°) for different algorithms and datasets.
Table 3 demonstrates that ASPDC and SDCA need less time to approach the given precision,
and verifies that the convergence of ASPDC and SDCA is faster than SPDC. Table 4 presents
the total running time for the algorithms to go through the entire dataset once to measure the
per-iteration computation complexity. An algorithm with a shorter running time indicates
that the algorithm has a lower per-iteration computation complexity. Table 4 shows that
ASPDC and SDCA have a lower per-iteration complexity than SPDC. Among all of the
running time results, ASPDC demonstrates both fast convergence and low per-iteration
complexity when A is large.
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Table 4. The average running time for the algorithms to pass through the entire dataset once when
A =0.01.

SDCA SPDC ASPDC

a%a 0.029 s 0.052s 0.028 s
fjenn 0.053 s 0.061 s 0.052s
covtype 0.650 s 0.840 s 0.644 s

We then tested the case when A is relatively small (e.g., A < %) and compared ASPDC-
i with SDCA, SPDC, and ASDCA. Figure 2 plots the convergence results. Figure 2 shows
that the convergences of SDCA, ASDCA, and SPDC are significantly slower than those of
the same algorithms in Figure 1. The reason for this is that the condition number of the
problem in this test case is larger than that in Figure 1. ASPDC-i performs much better in
this experiment, as can be seen from Figure 2. ASPDC-i needs far fewer epochs than other
algorithms to approach the same level of dual-gap. Additionally, ASPDC can approach a
significantly lower dual-gap than the others with the same epochs.
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Figure 2. Dual-gap (y-axis) vs. the number of epochs (x-axis). Comparing ASPDC-i with
other methods for smooth hinge SVM on real-world datasets with regularization coefficient
A€ {10*6, 107, 10*8}. The horizontal axis is the number of passes through the entire dataset,
and the vertical axis is the logarithmic dual-gap.
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In addition, we compared ASPDC-i to a widely used non-dual-based algorithm, SVRG [19].
As SVRG is not dual-based, we directly compared its reduction speed of the primal value
with ASPDC-i. Figure 3 shows that the convergence speed of ASPDC-i is faster than SVRG.

smooth_hinge a%a _lambda =

smooth_hinge jjonn1 _lambda =

smooth_hinge covtype lambda = 1e-06

Primal Value - optimal(Error Rate)

5
= -

Primal Value - optimal(Error Rate)

10"{

10°

1010

b

Primal Value - optimal(Error Rate)

102 ¢

10
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108F "\

1070

1072
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—5— ASPDC-i

10
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Number of passes of data (# of E

10718
0

10
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Number of passes of data (# of E

10
0

10

20 30 40 50
Number of passes of data (# of Epochs)

Figure 3. Optimal primal value (y-axis) vs. the number of epochs (x-axis): Comparing ASPDC-i with
SVRG for smooth hinge SVM on real-world datasets with the regularization coefficient 10-°. The
x-axis is the number of passes through the entire dataset, and the y-axis is the logarithmic dual-gap.

Note that ASDCA cannot be applied to cases in which the dataset is covtype and
A = 107°, as ASDCA needs the extra condition A < ﬁ. Table 5 illustrates the run-
ning time that different algorithms spend to decrease the dual-gap to the given precision
(e.g., 10~%). Table 6 demonstrates the total running time for the algorithms to go through the
entire dataset once. It shows that ASPDC and ASDCA have lower per-iteration complexity
than SPDC. Although SDCA has low per-iteration complexity, its convergence is the slowest
among these methods when A is relatively small. We did not list the corresponding results
of SDCA in Tables 5 and 6. In summary, the above experiments show that our proposed
methods achieve both fast convergence and low per-iteration complexity.

Table 5. The running time for dual-gaps to approach the given precision (10~%) when A = 107°.

ASDCA SPDC ASPDC-i
a% 0.582 s 2.262s 0.8464 s
fjenn 0994 s 3.127 s 2.033s
covtype 8.407 s 91.132s 47.734 s

Table 6. The average running time for the algorithms to pass through the entire dataset once when

A=10"°.
ASDCA SPDC ASPDC-i
a%a 0.0165 s 0.0857 s 0.0167 s
fjenn 0.0305 s 0.0821s 0.0302's
covtype 0.208 s 1.253 s 0.408 s

7. Conclusions and Future Work

In this paper, we propose two stochastic primal-dual coordinate methods, ASPDC
and its accelerated variant version, ASPDC-i. These two algorithms are designed for the
regularized empirical risk minimization problem. We proved the theoretical convergence
guarantee of the algorithms and performed a series of experiments. The results illustrate
that our methods achieve a good balance between low per-iteration computation com-
plexity and fast convergence. The new convergence proof presented here uses Nesterov’s
estimation sequence technique and g(w) = % ||w||3. We believe that it is possible to extend
this proof to the more general regularized function g(w); however, we leave this as a
possibility for future work.
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Appendix A
Appendix A.1. Proof of Lemma 1
We prove the following equations: P(w) = max f(w,a), D(a) = min f(w,«) and
xR w

€RA
P(w*) = D(a*) = f(w*,a*). We first prove P(w) = max f(w, a).

acR”
Proof.
max f(w, )
xeR"
= max (4TI T — 97 00)] + 5(0))
_ 1ym Ty — (o
N g;%)lg{n lel[lxlw Xi (Pz (Dé,)]} +g(w) (Al)

=1lyn, &ngﬁg{winxi — ¢ ()} + g(w)
= % Y di(wTx;) + g(w)
= P(w)

In the last equation, we use the Conjugate Theorem (Convex Optimization Theory).
Then, we prove that D(«x) = min f(w,a).
welR

min f(w,a)

weRd

EERNPI IR ST S

= min {; Lleiwxi = 97 ()] + g(w)

e X Py Ly T

_71‘:21% (“z)+zzré%}i{(ni:21“1xl) w+g(w)}

_ T N e — S T

—7;% () — max{(— i;vczxz) w - g(w)}
-1 & * * -1

:7i=1¢i (a;) — g (7;“#1‘)

= D(a)

The proof of P(w*) = D(a*) = f(w*,a*) can be found in [1]. O
Appendix A.2. Proof of Lemma 2
Proof. When g(w) = 4||w]||3, the primal objective can be written as follows:

1 A
P(w) = ) ¢i(wx) + 5wl (A2)
i=1

The corresponding dual objective is

1, A—lds
D(“):7Z¢i (“i)_EHE Y wixilf5. (A3)
i=1 i—1
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Note that at through the algorithm, we can set
12
0= =y 4y
wlt) = axg. (A4)
An =t

Thus, the D(a(!)) can be written as

12
D) = —= 3 7 () = 5|l

i=1

2 (A5)
Suppose we have a(!) and that the i — th coordinate is chosen at iteration ¢ + 1:

D(a**1) — D(a®)

1 * t+1 A 1 *
==, ("‘E ) - §||w(t) ~ 1D xil[3 (A6)
Ry
1., A
e AR C[E3

Ry

The variables in the algorithm are as follows:

Aa; = arg max(dx] w(") — ¢;‘(aft) +d))

deR
= argmax((a” + )]0 — g7 (&) + )
deR
= argmax((agt) + d)xiTw(t) — ¢ (“z‘(t) +d)) (A7)
o) +der
= argmax(pxfw®) — 97 (6)) -~ "),
BER

(£)

where in the last inequality we define § = «;

ocl(t) + Aa.

+d, and correspondingly have p* =
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= —1gr (") = 10 — L Awrxil 3
t) *
= n¢1( o) + M) + LA xTw®
*WszHz(A“i) — 2 w®]]3
= %{I;leaﬁ(dxfw(t) — cpl*(ocl(t) +d))}
— 5z ||xi] 3B )2 = &[0 )] 3
)
> Lg(p" — al)af w0 — gt (o) +q(p" — i)}
1 *\2 A 2
— 5| |xil 3 (Aag )% — 3] [w®] |3 (A8)

— —Lor((1— el +48%) + 1q(8* — a!)xTw®

n
*ﬁIIxin(A“W “113

1{q4>,*(ﬁ*) + (1 - )¢ (@) — 2900 (g — a2}
%(/s*— NaTwl® — Lz B(aar)? — [w®)]3
L{—¢7 (") + prxTw®} — gz (al!)
1 — ! — e xfwl

il [5(8af)? = [ ][5

— 5w

v+

_L|
2An?

where g € (0,1) in the inequality (D, while in the inequality ) we use the fact that if ¢; is %
smooth, then ¢7 is -y strong convex.
On the one hand, according to (A7), we obtain

B* = argmax(px] w!) — ¢7(B)). (A9)
BER
This implies that
xlwl?) = vt (p7). (A10)

On the other hand, by the definition of the convex conjugate function, we have
¢ (x]w®)) = rpaﬁ(ﬁx?w(” — ¢7(B)). According to the Fenchel conjugate sub-gradient
€

theorem, we have

xlw) = Ve (p7) <= prx]wl) — g7 (p")

(A11)
=91 (xTw®) @ gy (xTwl),
where in 3) we apply the Fenchel Dual theorem.
Combined with (A8) and (A11), we obtain
Ry > H{gi(xTw)) + (Pl’-“(le(t)) — zxft)xiTw(t)}
+ UGB — a2 — Il (A
(A12)

H g7 ) = Sl B).

Ry
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Combining * = ocl(t) + Aaf with (A6) and (A12), we have

D(at+D) — D(a(®)

> Ui (xTw®) + ¢ () — 2T}

R — a3} (a2 A13)
> Hpi(xTw®) + 7 (o)) — a2 w0l)}

+{%* lnz}(A’X )%

where in the last inequality we use the assumption ||x;|[3 < 1. Note that we have supposed
that the i — th coordinate of « is chosen, thus, we use the expectation of (A13) with respect
to i, obtaining

E{D(a"*V) — D(a)}
> 41y 6 (xTw®) + ¢r(al) — al2Tw®} (A14)
+{WT_2)Ln2}EZi:1( af)?.

Recall that
(w(*) D(alt)
= 1y {gi(xTw®) + o7 ()} + Al[w®)] 3 (A15)
@z " (i T0®) + gr (0 — 3T},

where in @) we use the fact that wt) = X—; il zx}t)xi.
Combined (A14) with (A15), we obtain

E{D(a{"*) — D(al")}

~ (A16)
> 1{P(w) - D<a<f>>} + {12 - LY (A2
Usingg =1/2and A > .-, we have 7(1 q)q 51 1n2 >0, and
E(D("*) = D(a)} > 5 {P(w) ~ D(@)}. (A17)

Note that a* = argmax, D(«); it is well known that P(w(")) > D(a*) > D(a(®)).
Combined with (A17), we obtain

zi{D(@") = D(a)}

< 7 {P(w) = D(a)}

< E{D(a!"") — D(a"))} (A18)
= E{D(a""*) = D(a*) + D(a*) — D(a"))}

= {D(«*) = D(a")} — E{D(a*) — D(a*V)}.
This further implies that
E{D(w*)—D(w(t+1))}<(1—f){D( *) D). (A19)

Until now, we have assumed that a®) is known and the expectation is for random
variable i; if below we take this expectation with all the history i, we obtain

E{D@") = D( )} < (1= ) {D(a") — D). (A20)
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In addition, it can be known from (A17) that

J-E{P(@!) = D)} < E{D@(*)) - D(al"))
= (D(@*) - D(a")) - E{D(x") ~ D(a"*1))}
< {D(a*) - D(a"))

LyD(") - D)}

< (1-—
=< 2n

This implies that E{P(w")) — D(a()} < 2n(1 — L){D(a*) - D(«®)}. O
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