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[S I N

Abstract: Tuberculosis (TB) is an infectious disease that has been a major menace to human health
globally, causing millions of deaths yearly. Well-timed diagnosis and treatment are an arch to full
recovery of the patient. Computer-aided diagnosis (CAD) has been a hopeful choice for TB diagnosis.
Many CAD approaches using machine learning have been applied for TB diagnosis, specific to the
artificial intelligence (AI) domain, which has led to the resurgence of Al in the medical field. Deep
learning (DL), a major branch of Al, provides bigger room for diagnosing deadly TB disease. This
review is focused on the limitations of conventional TB diagnostics and a broad description of various
machine learning algorithms and their applications in TB diagnosis. Furthermore, various deep
learning methods integrated with other systems such as neuro-fuzzy logic, genetic algorithm, and
artificial immune systems are discussed. Finally, multiple state-of-the-art tools such as CAD4TB,
Lunit INSIGHT, gXR, and InferRead DR Chest are summarized to view Al-assisted future aspects in
TB diagnosis.

Keywords: tuberculosis; deep learning; neural networks; TB diagnosis

1. Introduction

Tuberculosis is a complex and chronic disease caused by a widely spread microbe,
Mycobacterium tuberculosis (MTB). It is a slow-growing microbe that can ride out in extracel-
lular and intracellular conditions [1]. It can also go into the latency phase and reverts to the
exponential growth phase when the host gets into an immune-compromised condition [2].
In 2019, Word Health Organization (WHO) reported that around 10.0 million people had
been infected, and 1.4 million individuals died from TB infection [1]. Furthermore, tubercu-
losis is a leading cause of death globally, forming a worldwide health crisis, particularly
for HIV and immune-deficient patients [3]. TB also disproportionately affects developing
countries, which suffer from a high TB burden due to a lack of expert radiologists and
medical equipment [4].

Further, multi- and extensively drug-resistant mycobacterium strains have made
it challenging to control tuberculosis [5]. In many cases, it is suspected to worsen by
turning into totally drug-resistant TB, making it even more challenging for treatment [2].
Identifying such resistant strains of MTB and early diagnosis of patients will be a significant
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challenge in the coming decades. Artificial intelligence has been a stowed solution for
fighting against TB.

Computer-aided diagnostics (CAD) tools have been a boon in interpreting medical
imaging and promising assistance to radiologists in TB diagnosis. Many recent works have
been conducted to build a high-performance diagnostic system. For example, a CAD model
was built to diagnose the TB cavity, which could identify areas of interest in the chest X-ray
image. It overcame the drawbacks of the existing CAD systems that failed to identify the
TB cavities due to superimposed anatomic parts in the lung field [6]. Similarly, a CAD
algorithm was developed that could directly detect TB. The features of this algorithm could
identify and extract the images of ribs from the chest radiograph. This development led
to a clear picture of the lung surface for detecting lesions or opaque mass, leading to a
more focused TB diagnosis [7]. Recent advancements in Al programming have led to the
development of algorithms that could detect more TB features. A TB detecting channel was
built on similar grounds that sequentially combined techniques such as texture analysis,
masking, and chest radiograph analysis. The algorithm focused on lesions and cavitary
features and enveloped the diverse presentation of TB [8].

A more advanced CAD system was built in which the model applied image pre-
processing to the chest X-ray images, thereby enhancing the image quality. The developed
algorithm also firstly segmented the lung field and extracted the required features that were
analyzed using a classifier to predict the presence of TB. The algorithm used the Shenzhen
and the Montgomery databases [9] (which have additionally been used in various deep
learning algorithms) and achieved an accuracy of 95.6% [10]. The development of more
advanced algorithms, i.e., deep learning models, has helped clinicians to deliver high
precision in their work. Deep learning in integration with fuzzy logic, genetic algorithms,
and the artificial immune system has come up with several simple processes, leading to
an increased scope in TB diagnosis specificity and efficiency. A mobile health technology
was developed using deep learning to improve TB diagnosis in marginalized and devel-
oping countries. The work aimed to reduce the diagnosis delay of the deadly disease by
developing a tech-socio system that could classify chest X-ray images into different types
of TB manifestation [11]. Similarly, a novel method for TB screening was built using deep
learning, which used a lesion-specific filtering system. In this method, automated features
were extracted by the model depending on the target from the provided data.

The model was pre-trained using a transfer learning process, which helped to over-
come the problem of handling high-resolution X-ray images and training many parameters
using limited images, which led to the model’s high performance [12]. Furthermore, deep
learning has also been used to develop state-of-the-art tools such as CAD4TB, Lunit IN-
SIGHT, gXR, etc., for early and efficient TB diagnosis. This review focused on aspects that
have already successfully demonstrated its usefulness as a promising sub-field and will
reflect refinement and promise for the new Al phase in TB diagnosis.

2. Tuberculosis (TB) and Its Occurrence

TB is an airborne bacterial infection caused by Mycobacterium tuberculosis (MTB), which
mainly attacks the lungs [13]. However, the microbe may also spread to other body parts,
such as the guts, skeleton, brain, and gland, from the lungs via different routes. When an
infected TB person sneezes, spits, or coughs, the bacteria are expelled from the body. If
inhaled by a healthy person, even in minimal quantities, these bacteria can cause TB [14].
People who exhibit symptoms are called active TB (ATB) patients [15], whereas TB patients
without any signs are called latent TB (LTB) patients [16]. LTB patients cannot spread the
disease to other people but have a high risk of developing TB if they do not maintain a
healthy lifestyle (Figure 1). Moreover, people with weak immune systems due to infections
such as diabetes and HIV; undernourishment; or people prone to using tobacco products
are at high risk of catching TB if they come into contact with a TB-infected person [17].
When the bacteria can invade other body organs such as the bone, spine, and brain, it
is called extrapulmonary tuberculosis (EPT). Miliary tuberculosis is a rare type of active
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TB in which the mycobacterium enters the other body organs via blood vessels. It infects
various organs at once, including the lungs, spinal cord, and heart, making this kind of
TB disease highly deadly [18]. Active TB is further classified into multidrug-resistant
TB (MDR-TB) and extensively drug-resistant TB (XDR-TB). MDR-TB shows resistance to
first-line antitubercular drugs due to the patient’s irregular treatment or insufficient and
inadequate quality supply of drugs for the treatment. XDR-TB is resistant to both first-line
and second-line antitubercular drugs (capreomycin, kanamycin, and amikacin) [19].

Tiredness

High
Temperature

NO
SYMPTOMS

Latent

B

<
Night
Sweats

Loss of weight
and decreased
appetite

Figure 1. Diagrammatic representation of symptoms of active and latent TB.

3. Conventional Diagnostic Techniques for Pulmonary TB

Early diagnosis of pulmonary tuberculosis is a preference for disease management.
It is beneficial for both the patient and the public well-being, reducing the chances of
further disease transmission in the community [20]. The diagnosis of TB disease is a
combination of related symptoms and an investigation of the patient’s history for impor-
tant information. The problem involved with early TB diagnosis is the slow bacterial
reproduction inside the patient’s lungs that takes quite some time before showing the
disease symptoms [21]. Presently several tests exist for the TB diagnosis and a few of
which are chest X-ray [22], conventional light microscopy [23], light-emitting diode (LED)
fluorescence smear microscopy [23], [24], liquid culture with drug susceptibility testing
(DST) [25], lipoarabinomannan (LAM) lateral flow assay [26], Xpert MTB/RIF [27], first-line
(FL) line probe assay (LPA) [28], second-line (SL) line probe assay (LPA) [29] and Loopamp
Mycobacterium tuberculosis complex assay [30]. Early evaluation of pulmonary TB is per-
formed by microscopic examination, sputum cultures, and chest X-rays. In contrast, the
diagnosis of drug-resistant strains is made via a drug susceptibility test (DST) [21]. The
traditional methods are tedious to perform, time-consuming, and require more time to
interpret reports for diagnosing disease and drug resistance.

Moreover, this process gets delayed in detecting the disease early, leading to the
patient’s suffering and further transmission of the disease to the surrounding healthy
human [31]. Therefore, many immunoassay techniques have also been developed for the
rapid diagnosis of TB, which have high sensitivity and require less time [32]. However, these
tests” major disadvantage is their cost in laboratory establishments, and the requirement of
highly skilled staff is given in Table 1 [33].
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Table 1. Limitations of conventional methods used in TB diagnosis.
S.No Test Principle Detects Drawbacks Refs.
Imaging of inflammations . ) ° Low sensitivity and specificity.
1 Chest X-ray in the lungs Active tuberculosis . Cannot examine EPT. [22]
Light microscopy is used
Conventional light to visualize the . . e  Low sensitivity in cases of
2 microscopy Mycobacterium in the Active tuberculosis HIV/TB co-infection. 23]
sputum smear
Fluorescence
microscopy is used to e  Tedious and time-consuming.
3 i?c?;esii)ent LED visualize the Active tuberculosis o High cost. & [23,24]
Py Mycobacterium in the
sputum sample
Liquid culturing with L . . .
4 drug susceptibility Liquid media is usgd to Active tt}berculosw and  ,  Tedious and time-c onsuming, [25]
‘ culture Mycobacterium drug resistance
testing
. . . .. ° High cost of
5 Lipoarabinomannan Detects antigen Active tgl?erculo:.sls in laboratory establishment. [26]
lateral flow assay HIV-positive patients e Requires skilled staff.
Nucleic acid Active tuberculosisand ~ ® High cost of )
6 Xpert MTB/RIF amplification test using drug resistance mainly laborfitory e.stabhshment. [27]
quantitative PCR for rifampicin ® Requires skilled staff.
11791;2 tI; ;Oczetgsfsi:gt_fl?ijrug Nucleic acid Active tuberculosisand ~ ® High cost of )
7 anti-TB drugs amplification test using drug resistance to Eboratorykeicaghshfrfnent [28]
- i irst-li i- . equires skilled staff.
(FL-LPA) the line probe assay first-line anti-TB drugs q
Line probe . . )
assay for drug Nucleic acid dA;liwfet;:t?igOSls and 4 High cost of )
8 resistance to second-line  amplification test using to s§con dline anti-TB labor.atory gstabhshment. [29]
anti-TB drugs the line probe assay drugs including iniectable *  Requires skilled staff.
(SL-LPA) & &1y
L e  High cost of
. NUCI?I.C aC.ld . laboratory establishment.
9 Loopamp M. tuberculosis amplification test using Active tuberculosis o Requires skilled staff. [30]

complex assay

loop-mediated

. e L o Not able to
isothermal amplification

detect drug resistance.

4. History of Al Applications in TB Diagnosis

Many researchers have applied Al to TB diagnosis, contending the challenge of pre-
dicting and evaluating tuberculosis. The introduction of neural networks (Perceptron’s [34]
and their improved versions) bought the idea of the pattern recognition method, which
could recognize the structural patterns [35,36] in chest X-ray images and help in diagnosis.
Artificial neural networks (ANN) started to impact TB diagnosis around early 1990 due
to programs for pattern recognition. In 1990, a neural network was built to distinguish
between the different kinds of interstitial lung diseases, including tuberculosis. The train-
ing dataset was prepared using ten cases for each of the nine types of lung disease. The
model showed good performance and results, suggesting that ANN has high potential
in computer-aided diagnosis of lung diseases [37]. In 1998, the first automated neural
technique was built to identify TB bacillus in sputum smears stained with auramine. The
model’s sensitivity was 93.5%, aiming to diagnose TB rapidly and accurately and reduce
health risks for staff processing smear slides [38].

Similarly, in 1999, the first neural network was developed to diagnose active pul-
monary tuberculosis using GRNN (general regression neural network). The model used
21 different parameters to form the input patterns and achieved sensitivity and specificity
of 100% and 72%, respectively, in diagnosing active TB [39]. These machine-learning sys-
tems possess the capability to solve problems, learn from the given data, and deal with new
problems. In addition to the systems mentioned above, several machine learning programs
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were also developed, including support vector machine (SVM) [40], decision tree (DT) [41],
and random forest (RF) [42] that were applied for TB diagnosis.

The major challenge faced by all these models was diagnostic features to comply with
making an accurate prediction. Furthermore, more efficient work was carried out to uphold
Al advancement, leading to deep learning (DL). The DL turned up to be a useful concept in
early 2010, when the integration of neural networks with algorithms (genetic algorithm [43]
and fuzzy logic [44]) and single hidden layer feed-forward neural networks came into
use for TB diagnosis. The capability of some deep learning approaches to predict and
evaluate complex and diverse data has provided a new ray of hope for solving TB-related
problems, such as drug resistance. In 2017, a deep learning model was developed to predict
multidrug-resistant tuberculosis from drug-sensitive TB images obtained from computed
tomography (CT). The model achieved good accuracy of 91.11% as the CT images have
high resolution, are cost-effective, and help in the speedy diagnosis of TB [45]. In addition,
deep learning in TB diagnosis also found its footsteps in predicting the severity of TB from
CT pulmonary images, fast screening, and evaluation of chest radiography, and it builds
DL tools (e.g., CADA4TB, Lunit INSIGHT, gXR, InferRead DR Chest, etc.) for easy and
fast predictions.

5. Overview of Al Techniques Used in TB Diagnosis

Al or machine learning algorithms encircle a diverse variety of techniques. To assist
readers with a better understanding of Al-assisted TB diagnosis, we will provide a short
overview of the various Al learning techniques. Most machine learning techniques used
for TB diagnosis are supervised learning, unsupervised learning, and semi-supervised
learning. The choice of ML technique depends on the nature of the requirement, and each
of the learning methods has its advantage and disadvantage (Table 2). Supervised learning
is a process where the learning involves a set of input data (X) and output data (Y), and the
training mode aims to search for a pattern in the provided data that would correlate with
the coveted output data [46]. A fully automated CAD system effective for TB diagnosis
was proposed to combine deep features with hand-crafted features. The authors used
supervised learning and pre-trained CNN frameworks to detect TB in chest X-ray images
that have minimized the pre-processing time and diagnosis performance, leading to an
early screening of the disease [47].

Unsupervised learning is when only the input (X), but no comparable output data,
is present [48]. The data are unlabeled in an unsupervised system. The process aims
to train the model by extracting features from the data that could be used to cluster the
input data into different units. In such a case, the algorithm learns from an elementary
structure in the data to identify and give an interesting pattern [49]. The main difference
between supervised and unsupervised learning is that unsupervised learning does not
use a feedback signal to examine the standard solutions, making it less accurate and
computationally complex [50]. In recent years, supervised and unsupervised learning was
used in Bogota, DC, Colombia, to build two models using an artificial neural network
to diagnose the disease and cluster data. The dataset was extracted based on sex, age,
AIDS status, and other medical conditions of the subjects. The models probed supervised
learning for disease diagnosis and unsupervised learning for data clustering from available
information. The models showed a specificity of 71% and a sensitivity of 97% for TB
diagnosis, giving an advantage of fast and low execution cost over traditional methods [51].
Similarly, in Rio de Janeiro, Brazil, two ANN models were developed and evaluated for
diagnosing PTB in hospitalized patients. The first model used supervised learning for
classification purposes, and the second used unsupervised learning to create risk groups.
These predictive models were proposed to be promising tools for the early diagnosis of
patients having radiological and clinical doubt of PTB [52].

An intercede of supervised and unsupervised learning [53] is known as semi-supervised
learning. This Al technique utilizes a vast number of data in which only a few labeled
data are available. This makes it widely applicable to real-world problems where it can
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increase the application of unlabeled data either by modification or reprioritization of
hypotheses attained from limited tagged data [54]. For example, one of the studies used
semi-supervised learning to arbitrate whether an unlabeled database could be used to train
and enhance the accuracy of the machine learning model used to diagnose TB on chest
X-ray images. The trained ML model showed good accuracy and could identify relevant
features for TB diagnosis that the radiologists falsified. This learning technique could also
significantly decrease the need for large, organized data even when the database labels
were absent or noisy [55]. A specialized form of semi-supervised learning is active learning
(AL), in which the model can contend with the problem of inadequate tagged training data
in various ways [56]. For example, the model can request the user or any other information
source to find the tags for the untagged data, for which the input data is least sure. A CAD
system was developed using active learning for the detection of TB. This described learning
method improved the algorithm to build a highly accurate system and helped narrow
down the intrinsic uncertainty of the model while reducing the efforts for labeling [57].

Transfer learning has been one of the most popular machine learning techniques in
recent years. This learning process provides relaxation from the common concept that
the test and the training data should have, i.e., the same pattern and features [58]. In this
way, the model learns valuable information from the old data source and transfers it to
the new one by fine-tuning some parameters specific to the required output. This leads to
an increase in the predictive efficiency of the target source. This learning technique was
used to diagnose TB from chest X-ray images reliably. A dataset of 3500 TB infected and
3500 non-TB normal chest X-ray images were created. This database was used to transfer
learning of already existing neural network models trained, authenticated, and tested
to categorize TB and normal chest X-ray images. The best-performing model achieved
high accuracy with 96.62% sensitivity and 96.51% specificity in diagnosing TB using chest
X-ray images [59]. A CAD system was developed to detect TB with a hybrid approach,
i.e., an ensemble of a deep model with a classifier. The approach increased the system’s
performance, but retraining the deep model was time-consuming. This limitation was
overcome by using a transfer learning approach where the existing models were fine-tuned
with a few epochs of data, and the training time was reduced by a large extent [60].

Table 2. Merits and limitations of the various machine learning techniques used in TB diagnosis.

S.No. Learning Technique Merits Limitations Refs.
. ) . High accuracy. . Labeled training data are required.
1 Supervised Learning U Helps solve problems based on . High quality and enough data needed. [46]
previous data training.
. . Less accurate.
2. Unsupervised Learning b It is ideal for unknown or raw data. 4 Unlike the supervised approach, cannot [48]
specify the output data.
. . . . It can use both labeled and . Cannot manage unseen data )
3. Semi-supervised Learning unlabeled data. & : [54]
" Transfer Learning e Reduces the time required tobuild ~ ® The model works only when the input and (58]

a model target models” problems are the same.

6. Construction of AI Model in TB Diagnosis

The application of a specific Al algorithm in TB diagnosis is a process that needs a
proper understanding of the problems involved. The necessary steps in model construction
include defining the problem, collecting adequate and related data, designing the Al
algorithm’s architecture, training and evaluating the model, and correctly interpreting
the output [61] (Figure 2). The first step involves problem identification, selecting the
appropriate machine learning process, and an algorithm depending on the investigation
problem [62]. The problem data can be divided into generative and discriminative inputs.
The next step is to prepare a suitable model structure with appropriate algorithms such as
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SVM, RE, DT, ANN, etc., and fix model parameters with a clear idea about the problem.
The parameters of the algorithms vary from one to another [63]. For example, in a neural
network, the number of hidden layers and neurons can be the criterion, and the number
of kernels can be a criterion in SVM. After the model structure is resolved, the dataset
must be prepared. The quality and the quantity of the input data play a crucial role in
determining the quality of the model under development. Once the model’s structure and
input dataset are ready, the model’s training and evaluation are done. This training step
aims to reduce the prediction error and increase the model’s efficiency. The final developed
model should express the relation between the parameters and the developer’s purpose of
model building. If the essential goal is not met, the model can be fine-tuned using pertinent
data to accomplish the objective [63,64].

1 2 3 4

oupring (o Oetlaning | mapuaion ) T
@ 3
architecture of Input data and its

problem N
evaluation

Presence of Selecting the Data quantity Training of

MDR-TB appropriate and quality algorithm
Al algorithm

Whether TB ( Pre-processin: > izati

+ve or—ve of daﬁa 5 Rge,gtl#:irzlzzt:,%n offo r
parameters P

Presence of data

M.Tb in sputum

i

sample Evaluation of data
using various
Identification validation process,
of M.Tb
colonies,etc
Identification of
cavities in Chest
radiography

Figure 2. Steps involved in the construction of Al model for TB diagnosis.

6.1. Preparation of Input Data

The input data/dataset used for the model’s training plays an important part, as it
determines the model’s overall performance. Nevertheless, preparing the correct data is
laborious and time-demanding work [65]. Before data preparation, one should understand
the needs of the training set, i.e., representation of the complexity and type of data re-
quired, the quantity of the domain-specific input data, and its distribution in the internal
space [66,67]. The quality of the training set also depends on the occupying space with
possible input data required for making the prediction. The model can be pre-processed
if inadequate data are available [65,68]. Here, in this article, some guidance for these
problems has been provided.

6.2. Input Databases Used in TB Diagnosis

The most used input datasets for TB diagnosis are the Shenzhen Dataset and Mont-
gomery County chest X-ray dataset. Nonetheless, there are limitations constitutive of
these datasets. Compared to the training model size, these datasets are small, leading to
more computational memory and time. For example, Lakhani et al. [69] used AlexNet
(60 million parameters) and GoogleNet (7 million parameters) as input training models for
TB diagnosis. These are the most frequently used deep learning models, pre-trained on
many images (besides TB radiography). Table 3 summarizes the various datasets used for
developing Al models in TB diagnosis. As such, many parameters for sparse data result in
more memory usage.

Similarly, evaluation using many parameters is also error-prone (overfitting). Various
improved dataset models have been introduced to overcome such problems, such as the
shufflenetV2 [70] model for TB diagnosis. This dataset model is more specific, accurate,
has fast prediction, and uses a lightweight neural network. The other limitations include
early diagnosis of multidrug-resistant TB and differentiating it from different types of
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TB. This calls for an Al model requirement trained to diagnose multidrug-resistant TB in
its early stage. A ResNeXt 50 CNN classifier was developed using transfer learning to
identify whether the person has MDR-TB or DS-TB. ResNeXt 50 is a CNN model with
50 hidden deep layers that are easy to use and have a highly modular structure for image
classification [71].

Table 3. Various datasets used in TB diagnosis.

S. No. Name of the Database Developed by Features of the Database Ref.
Chest X-ray Dataset
. Consists of a total of 662 anterior chest
Partnership with Shenzhen No.3 X-ray images.
1. Shenzhen dataset People’s Hospital, Guangdong Medical o In total, 336 images are TB cases (including [72]
College, Shenzhen, China pediatric chest x-rays) and 326 images are
normal cases.
o . Consists of a total of 138 anterior chest
Montgomery County chest Partnership with the Department of x_rays. from the Montgomery County TB
2. X-ray dataset (MC) Health and Human Services, screening program. [72]
Montgomery County, Maryland, USA . In total, 58 images are TB cases and 80 are
normal cases.
. Consists of a total of 160,000 images and
3. PadChest Radiologist at San Juan Hospital, Spain their associated reports. [73]
. It contains a total of 152 images of TB cases.
. Consist of a total of 112,120 anterior chest
Radiologist at NIH Clinic center, X-ray images.
4. ChestX-ray8 dataset Bethesda, Maryland, USA, as a part of ° In total, there are 51,760 abnormal images [9]
routine care (18,898 TB related) and 60,360 normal
chest X-rays.
5. Belarus TB Portal dataset TB specialist at Minsk city, capital of e  Consists of a total of 304 images of [74]
Belarus, Europe confirmed TB cases.
. Consists of a total of 11,200 images.
Media Computing Lab, Nankai ° In total, 924 images are of TB
6. TBX11K dataset University, ghinag cases.Comprises of four classes: active TB, [75]
latent TB, healthy and unhealthy
but non-TB.
Radiologist at National Institute of e  Consists of a total of 156 images, where
7. 8-Bit dataset-A Tuberculosis and Respiratory Diseases, 78 images are TB cases, and the other [76]
New Delhi, India 78 images are non-TB cases.
Radiologist at National Institute of e  Consists of a total of 150 images, where
8. 14-Bit dataset-B Tuberculosis and Respiratory Diseases, 75 images are TB cases, and the other [76]
New Delhi, India 75 images are non-TB cases.
Sputum Smear Microscopy Image Dataset
o  Consists of image data compiled from
) ) ) seven different datasets by using three
9. 7ZNSM iDB Jaypee University of Information different light field microscopes. [77]

Technology, Solan, India .

TB diagnosis is made on three main
domains: autofocusing, auto stitching, and
auto-grading of TB bacillus.

6.3. Quantity and Quality of Input Data

Input data are one of the essential parts of model construction that need close attention.
For example, suppose the dataset’s size is insufficient for the learning process; the training
task leads to overfitting and errors and increases the chances of model incapability to
generalize the new data efficiently. In such a case, the training model’s performance
should be checked as to whether it is acceptable. In an unacceptable case, the model
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normalization [78] can be carried out, and even still the model is not benefited, so some
reconstruction or tuning of the model is required. Generally, learning the training data
should be a possible task even with a less optimized structure, so it is better to focus on the
model’s architecture rather than collecting more data. However, even if the reconstruction
of the model or use of another algorithm does not improve, it is time to check the quality
of training data for errors, logical correspondence between input and output data, and
balanced training data distribution [79].

Moreover, it is better to retrain the model on unlabeled as it gives an inefficient
performance, which will conclude that the model is forming a meaningful link with training
data. However, even if the model performance is still unacceptable, it is recommended
to collect more data. The primary consideration here includes the high cost of collecting
data, which can be overcome by optimizing the model [80]. This can be done by selecting
suitable parameters, advanced architectures, regular normalization of the structure, and a
preference for high-quality data at an affordable cost [78,80].

7. Advancing with Deep Learning

Deep learning is a machine learning technique in which machines learn to perform
classification/prediction tasks directly from the input data [81]. Building deep learning
models with high accuracy requires a combination of signals with different weights (where
the dataset can be adjusted according to weights to give an expected response for a given
input), which passes the results successively deeper in the multi-layer neural network
framework until an output layer [79]. Multiple learnable stages make this approach more
useful in tackling complex problems. “Deep” here refers to the number of hidden layers
in the network, i.e., it can have numerous hidden layers compared to traditional neural
networks. Deep learning has been widely used for bioinformatics and computational biol-
ogy [82]. With increased training data and powerful computational capacity, conventional
machine learning methods have transformed into advanced machine learning models
(Figure 3).
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Figure 3. Evolution of artificial intelligence in TB diagnosis.

7.1. Convolutional Neural Networks (CNN)

CNN is a deep learning class that uses feed-forward artificial neural networks to
analyze images [83]. It is considered state of the art for image classification due to the
connectivity pattern between its neurons, which are arranged so that they respond to
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overlapping regions building the visual field. It consists of many hidden layers, out of
which the important ones are the pooling layer and fully connected (FC) layers. The
pooling layer reduces the image’s spatial size without changing the depth, and the FC
layers are generally placed before the final output layer, where the image classification
process starts [84]. CNN is motivated by biological processes and variations of multi-layer
neural networks designed to use minimal amounts of pre-processing [85]. Moreover, due
to its non-requirement of domain knowledge, it can extract and learn meaningful features
by segregating the target classes during the training phase [83] (Figure 4).

N
> INPUT> HIDDEN LAYERS > OUTPUT

|4
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Unla:l:seli::i lﬂnage Max Connected
P \ pooling }k layers }

FEATURE EXTRACTION CLASSIFICATION

. Convolution i
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pooling

Figure 4. Working on a basic CNN model.

7.2. Does CNN Make Our Job Easier in TB Diagnosis?

CNN is a remarkable combination of math and biology with a bit of a mist of computer
science. It has been a significant invention in image processing and machine vision. The
conception of CNN depicts the probability of the data (images) into certain classes on
the same basis as the human brain works [84]. For example, when a human looks at an
image, they classify it into different types based on its characteristic features. Similarly,
the computer algorithm can organize the image by identifying the low-level features such
as curves and edges at initial levels and gradually generating more intense concepts with
high-level features through a series of hidden layers (convolutional layer, pooling layer,
fully connected layer) [83]. Similarly, a CNN model learns distinguishing features from
the TB dataset and tries to classify a new input image as a TB or non-TB case (Figure 5).
Details of steps required to build a CNN model for TB diagnosis using chest X-ray images
are as follows.

Input for a convolutional layer: The input for a CNN model is in the form of images.
These images are resized into an optimal size and transferred to the hidden layers. Each
hidden layer consists of kernels or filters or neurons put over some portion of the input
image subjected to the neurons’ size [86]. The CNN model compares images fraction by
fraction, and each fraction is known as a feature. Each feature is like a mini-image, and
each neuron is a feature identifier [68]. For example, one of the filters identifies the curves
in the chest X-ray image as a feature. When the input image passes through this filter, it will
locate the curves present in the image. Similarly, there will be other filters for identifying
features such as a straight line, curves bending to the right, curves bending to the left, or
straight edges in the input image. Furthermore, the greater the number of filters, the greater
the identification depth, leading to more information about the input image [87].

Activation of the convolutional layer: Each filter can identify a specific feature in the input
image. When the image passes through the filter, it searches for that feature in the image.
Once the filter spots the feature, it can identify the features that lead to activation of the
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filter [87]. The filter further moves to spot the specific feature in the input image. This leads
to forming an activation map of that filter for the feature in the image. The value generated
by the activation map of the filter gives an idea about the percentage of that feature present
in the input image [88]. For example, we will consider a filter of dimensions (8 x 8) as a
curve identifier (Figure 6). When a chest X-ray image passes through this filter, it will try to
spot the image’s curves.
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Figure 5. Representation of working of a CNN model for TB diagnosis.
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Figure 6. Curve identifier filter and its activation for a chest X-ray image.

When the filter identifies a feature, it will try to match the pixels of the input image and
the pixels of the filter. Furthermore, suppose an image section responds to the matching
process, leading to the generation of a value (the sum of the multiplication of filter pixels
with the input image) and an activation map [89]. The higher the value generated by the
activation map, the greater the presence of that feature in the image, i.e., it shows some
type of curve in the input image that caused the activation of the filter and vice versa. This
is only for one filter; similarly, many filters are present for each feature. Furthermore, the
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activation map of one filter acts as the input for the next filter, identifying another feature
and forming a new activation map. This series of feature identification carries on, creating
a more complex activation map [88].

Pooling layers: The pooling layer is another essential layer (the max-pooling layer
(Figure 7)) in the CNN model that shrinks down a large image while preserving the
essential data. It means that it keeps the maximum value of the pixel window, i.e., the best
fit of the feature within the pixel window, and makes the output have few pixels but with
the same number of features [88]. For example, in a chest radiograph, the max-pooling
layer will be done for each feature, such as the shape of the cavity, opacity area, density of
the cavity, etc. This layer helps in reducing the computation load and solves the problem of
the system being hyper-literal [90].
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Rectified Feature Map Representation

Figure 7. Working of max pooling layer from rectified feature map.

Extracting the output from fully connected layers (FCL): The fully connected layers in the
CNN model convert the highly filtered images into votes. FCL is the primary building
unit of the traditional neural network, which treats the input images as a single unit
instead of two-dimensional blocks [90,91]. An FCL looks for high-value features that
strongly complement a particular category and have respective weights. When the model is
analyzed, it gives the correct probabilities for various categories [92]. For example, suppose
the algorithm must decide that the input images are TB manifested. In that case, it will
show high values in the activation maps that represent high-level features, like the opacity
of the cavity, size of the cavity, lesions in lung space, etc. This will be followed by studying
and interpreting the probability values for confirmation of TB in the chest X-ray image [93].

Data interpretation and explainable Al (XAI) for decision making of the CNN model: The
output values obtained from the CNN model now need to be interpreted for the prediction
of TB in the chest X-ray image [94]. This can be done by using explainable AI (XAI), where
explainability is the ability of the Al model to explain decision making in an accessible
form for medical experts in a broader range, thus making it easy to understand how a
decision has been reached. There are two types of explainable Al techniques, i.e., post-hoc
and intrinsic [95]. In the post-hoc method, we can approximately understand the behavior
of the black box based on the decision set and perturbation-based methods, in which the
relationship between prediction and feature values is extracted. This method includes
class activation mapping (CAM), gradient-weighted class activation mapping (Grad-CAM),
score class activation mapping (Score-CAM), Shapley Additive explanation, and principal
component analysis (PCA) [96]. On the other hand, in intrinsic methods, we can understand
the decision-making procedure as it accounts for which part of the input data is responsible
for classification in any type of classifier. This method includes rule-based learner, logistic
regression, decision tree, and Bayesian model [97].

Many research groups have reported the use of the DL models for the detection of
TB by including transfer learning in the CNN model for diagnosis of TB using pre-trained
models and also by varying the deep-layer CNN model parameters. A CNN model was
developed using a chest X-ray dataset to diagnose TB by replacing the complexity of the
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pre-processing seen in DT analysis with a generalized model. It used transfer learning
to train the model and the hidden layers for detection to help achieve high accuracy, i.e.,
with or without augmentation. The work concluded that applying CNN models could
help bypass the need to build segmented algorithms, which can be time-consuming and
require expertise [87]. A CNN-based LIRA (Lesion Image Recognition and Analysis) model
was built to evaluate lesions obtained from pulmonary TB tissues. The study was to
overcome shortcomings such as reproducibility and efficiency of histopathology studies.
The LIRA model used seven pathology features, including three different lesion types
from pulmonary tissue. The proposed model gave good results [98]. The FC-SVNN
(fractional crow search-based deep convolutional neural network) model was proposed,
which was used to classify and detect TB in a patient. The analysis for severity was
conducted by extraction of features, which is detected using an adaptive fractional crow
deep convolutional neural network (AFC-CNN), the modified version of the FC algorithm.
The detection of TB severity using the model helped determine the level of infection [99].
Using the CNN model, a two-stage classification method (TSCM) was built to classify
tuberculosis culture. The researchers used transfer learning for the small and imbalanced
dataset, balanced using SMOTE (synthetic minority over-sampling technique). The model
could boost 98% recall and 99% precision on non-negative class, which indicated successful
detection of anomalies in the culture [100].

A deep CNN model was presented that used transfer learning to detect tuberculosis
from the X-ray images. It used many pre-train CNN models i.e., MobileNet, ResNet,
Xception, EfficientNet, and Inception for extracting features from the input image. It was
concluded that datasets having extracted ROI gave high accuracy and better results in
the detection of TB. The researchers also reported the use of two visualization techniques,
i.e., grad-CAM, which helps in consolidating the medical expert diagnosis, and T-SNE,
which helps in explaining the training efficiency of the trained model [101]. A simple,
faster, and high-accuracy CNN model was proposed to overcome the overfitting problem
and can be easily installed in mobiles. The model showed an accuracy of 86% and used
a grad-CAM visualization technique for the detection of tuberculosis [102]. Similarly, a
deep learning model was proposed to reliably detect TB from CXR images based on image
preposing, image data augmentation, and segmentation followed by DL classification
methods. It used transfer learning to classify TB and non-TB cases from the pre-trained
deep CNN models. Further, it also used the Score-CAM visualization method to show that
the model learns from the regions of segmented lung areas and produces the results for
the diagnosis of TB with high precision, accuracy, and sensitivity, i.e., 97.34%, 97.07%, and
97.07%, respectively [59].

8. Integration of Deep Learning with Advanced Algorithms in TB Diagnosis

The power of neural networks can be amplified by integrating it with other algorithms
such as fuzzy logic, genetic algorithm, and artificial immune system. These integrated
systems have been applied for TB diagnosis and have proven to be useful (Figure 8).

8.1. Adaptive Neuro-Fuzzy Inference System

Fuzzy logic (FL) is a technique that handles numeric data and linguistic knowledge
simultaneously; it is the rule-based mapping of a set of input values to a single output
value. It maps the numeric value to numeric values [103]. Fuzzy logic presents an inference
morphology that incorporates human reasoning capabilities in knowledge-based systems.
Neural networks can recognize patterns, classify data, and predict events effectively, but the
models cannot explain how patterns are classified or recognized. On the other hand, fuzzy
systems are good at computing and explaining decisions, but they fail to adapt to new
environmental conditions [104,105]. An adaptive neuro-fuzzy inference system (ANFIS)
was used to diagnose tuberculosis. The model used input parameters such as sputum,
chest X-ray, weight loss, etc., as TB symptoms for a rule-based fuzzy system to make output
decisions. The work is under consideration for rural areas where the availability of doctors
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is difficult [106]. The work was extended by building an ANFIS model having 159 distinct
rules and a backpropagation algorithm that would help in minimizing errors in the output.
It also used a triangular fuzzifier for the fuzzification and MATLAB software results [107].
A neuro-fuzzy methodology was developed to diagnose TB in which eleven TB symptoms
were used as input in MATLAB 7.0 software for the ANFIS experiment. The evaluation of
the system was done by using the Trapezoidal membership function and backpropagation
algorithm. The model was efficient in learning in a shorter time and gave good results [108].
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Figure 8. Integration of deep learning with fuzzy logic, genetic algorithm, and artificial
immune system.

8.2. Genetic Algorithm with Deep Learning

Genetic algorithms (GAs) are commonly used to build high-quality solutions to
search for problems by relying on bio-inspired operators such as mutation, crossover,
and selection [109]. GAs were mainly used to simulate the environments and behaviors of
entities in a population. A genetic algorithm creates a sample from the population at its
very core by a random selection process. Then, it scores each member of the population
based on some goal called a fitness function. Next, the mutation process selects the sample
closest to the fitness function, breeds the best population members to produce more like
them, and kills off the rest (survival of the fittest and all). This process is repeated multiple
times, and each iteration through these steps is called a generation [110]. Genetic algorithms
were trendy before Neural Networks (NNs) [111]. Since NNs require big data while GAs
do not, genetic algorithms are used in artificial intelligence, like other search algorithms, to
search a subset of potential solutions [109].

The genetic-neuro approach was used to study its application in diagnosing tubercu-
losis. A backpropagation algorithm classifier with the Levenberg—Marquardt algorithm
was used to train the model, where nine features were selected for developing the dataset.
GA was used for the extraction of individual features having importance. The GA-NN
model could classify 96.3% correctly from the test data [112]. Similarly, a hybrid algorithm
was built to diagnose chest diseases, including tuberculosis. An ANN having backpropa-
gation algorithms was used to evaluate the output error and calculate the error gradient.
It conducted a comparative study of chest diseases using the genetic-neuro method and
concluded it to be a valuable tool for early TB diagnosis [113].

Genetic-Neuro-Fuzzy Inference System (GENFIS)

An inference system integrates a genetic algorithm, neural network, and fuzzy logic
to develop an adaptive model that can carry out self-training for imprecise and uncertain
data. A genetic-neuro-fuzzy inferential method was used to diagnose TB. The model was
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studied with a case study of 10 patients with the help of the MATLAB 7.9 version. The
evaluation of the model was done using the medical records of 100 patients. GNFIS was
optimized using a decision support engine, giving sensitivity and accuracy of 60% and
70%, respectively [114].

Similarly, a GENFIS model was applied for the early diagnosis of tuberculosis. Again,
they used a decision support system to evaluate 100 patients’ medical records. In this,
70% of data were used as training data, 15% for validation, and the rest for measuring the
model’s performance. The proposed model gave sensitivity and accuracy of 72% and 82%,
respectively [115].

8.3. Artificial Immune System (AIS) with Deep Learning

AIS is a new Al technique that is starting to grow through many interdisciplinary
researchers’ collaborative efforts. AIS is developed using the core ideas, theories, and
components of the immune system. It aims at solving problems such as pattern recognition,
classification, elimination, and optimization, which are complex and require high computa-
tional power [116]. The natural immune system principles are found in the human body,
forming the basis of the AIS tools. The powerful information processing capabilities of
the biological immune system (BIS) are an area of significant research for multiple reasons,
mainly the distributed nature of its memory and decentralized control mechanisms from
an informational perspective. Such computational models are believed to solve many
science and engineering problems [117]. Diagnosis for chest diseases such as tuberculosis
via proper interpretation of the disease data is a significant classification problem.

Furthermore, AIS has the potential to provide an efficient way of solving chest disease
diagnosis problems. Using AIS in Turkey, a study was conducted to diagnose tuberculosis.
The dataset was prepared from a chest disease hospital using patients’ epicrisis reports.
The classification accuracy obtained was 90% with AIS and MLNN with LM (Levenberg—
Marquardt) algorithm [118]. An AIRS (artificial immune recognition system) incorporated
with a fuzzy logic controller was used to create an unsupervised hybrid machine learning
model. This hybrid system showed bioinspired ways to help doctors in their diagnostic
conclusions [119].

A new hybrid system, SAIRS2, was built to diagnose TB by incorporating AIRS
with the SVM classifier. The study’s primary purpose was to reduce the loss of diversity
and overcome the existing selection pressure. It used the dataset to build the SAIRS2
model, which was analyzed using WEKA (Waikato Environment for Knowledge Analysis),
a machine learning program [120]. The author also integrated AIRS with real-world
tournament selection (RWTS), forming a new hybrid system, RAIRS2, to diagnose TB.
RWTS is one of the favored and applicable tournament selection mechanisms in genetic
algorithms that help control the population size and overcome the selection pressure [121].
Using a computational model UISS (universal immune system simulator), an agent-based
modeling method with AIS was used to diagnose TB. The model helped understand the
underlying TB pathogenesis and its interaction with the patient’s immune system [122].

9. Tools Built Using Deep Learning Techniques

For many years, TB management has been approached according to a paradigm
of symptomatic active infection and asymptomatic latent disease. However, in 2015,
the end TB strategy specifically outlined some policies for increasing the TB diagnosis
capacity across the high tuberculosis burden countries [123]. These policies prioritize rapid
diagnosis using various advanced tools, mainly drug resistance. In the past few years, many
computer-aided diagnostic tools using deep learning have been built for fast screening
and triaging a quick and efficient screen of a large population, helping identify people
needing further treatment. These CNN-based tools provide a labor-saving and structured
interpretation of TB-related images [124,125] In addition, an online resource has recently
been launched [https:/ /www.ai4hlth.org/ (accessed on 3 July 2022)] by Foundation for
Innovative New Diagnostics (FIND) and the Stop TB Partnership. This resource center will
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provide relevant data for several computer-assisted products in areas with limited access
to radiologists and low-resource countries with a high TB burden (Table 4).

Table 4. Available and upcoming TB diagnostic tools built using the deep learning techniques.

. . . Product
Name of the Tool Design Stage Advised Age Group Process Time Development Method Refs.
Tools with CE-marked Certification *

CADATB Supervised learning

(Delft Imaging, Available for sale 4+ years Less than 20 s CNN [126]

the Netherlands) RNN

Infer Read Supervised learnin

DR Chest Available for sale %;j%eaer:r(sag;mﬁ{ ded Less than 5 s CI\I?N 8 [127]

(InferVISION, Beijing, China) Y RNN

JLDO02K Supervised learning

(JVIEWER-X) Available for sale 10+ years 15-20s CNN [128]

(JLK, Seoul, South Korea) DBN

Lunit INSIGHT CXR . ~20s Supervised learnin;

(Lunit, Seoul, South Korea) Available for sale 14+ years per on X-ray CI\I?N & [129]

qXR i 6+ years (approved), i Uses DL for analyzin:

(Qure.ai, Mumbai, India) Available for sale 2+ years recommended Less than a minute chest X-ray yzing [130]

Tools with pending Certification

AXIR idati Supervised learnin

(Radisen, Seoul, South Korea) Validation 16+ years Less than 20 s : CI\I?N g [131]

T-Xnet lidati . Supervised learning 3

(Artelus, Bangalore, India) Validation 18+ years Max. 10 s . CNN [132]
. RNN
. Supervised and unsu-

DxTB Available for sale 14+ years ~2s pervised learning [133]

(DeepTek, Delaware, USA) . CNN -
. RNN

Dr. CADx . Supervised learning

(Dr CADx, Bulawayo, Validation 16+ years Less than a minute ° CNN [134]

Zimbabwe) . RNN

XrayAME . ; . Supervised learning

(Epcon, Antwerp, Belgium) Available for sale 18+ years 20s . CNN [135]
. RNN

JE CXR-1 . Supervised learning

(JF Healthcare, Available for sale 15+ years ~1-5s ° CNN [136]

Nanchang, China) . RNN

* CE-marked certification ensures that the product complies with the specific standards of safety, efficacy, quality,
and performance set by the European Union Directives.

Amongst all the tools mentioned, a few tools such as CAD4TB, Lunit INSIGHT CXR,
and gXR have been validated with real-time parameters. In August 2018 in Korea, for the
first time Lunit Insight CXR nodule, version 1, Lunit Inc., was approved by the government
for analyzing the CXR of adults. Again in October 2019, Lunit Insight CXR MCA, version 2,
based on ResNet34, was approved in Korea, and in March 2020 it was applied for all
patient chest radiograph detection. From then until February 2021, around 56,192 CXR of
adults have been analyzed considering the posteroanterior and anteroposterior views. This
software can diagnose three forms of lesion, i.e., pneumothorax, nodule, and consolidation,
and also lesions with an abnormality score of more than 15%. The image analysis and
upload of results by Al happened in less than one minute, thus reducing the scan time and
giving a board interaction. Lunit Insight CXR, version 3, was approved in October 2020
and installed in March 2021 in the hospital in Korea. It could detect eight types of lesions,
i.e., fibrosis, pleural effusion, pneumoperitoneum, nodule, atelectasis, consolidation, car-
diomegaly, and pneumothorax, and had an additional visualization method, i.e., grayscale
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contour maps. It could analyze around 106,230 CXR until February 2022. These Al CAD
could not only diagnose the disease but also optimize the workflow by reducing the mean
time to report critical and urgent cases [137].

In Dhaka, Bangladesh, a study was conducted to evaluate five commercially available
AI CAD, i.e., Lunit INSIGHT CXR (version 4.9.0), CAD4TB (version 7), gXR (version 3),
InferRead DR (version 2), and JF CXR-1 (version 2) between May 15, 2014 to October 4, 2016.
People aged 15 years or above were referred to three TB diagnostic centers in Dhaka. All the
participants were screened for symptoms and received an Xpert MTB/RIF test and digital
anterior-posterior chest X-ray. These were evaluated by the five commercially available
AI CAD and three registered radiologists. The performances of all the Al algorithms were
compared with each other and with that of the radiologist, and also with the WHO Target
Product Profile (TPP) of triage tests. Around 23954 people were analyzed for tuberculosis,
and all Al algorithms outperformed all radiologists. All the Al algorithms maintained 90%
sensitivity and helped in reducing of the number of Xpert tests required in TB diagnosis.
The major disadvantage of all the Al algorithms was that they gave worse performance for
the older age group, i.e., >60 years, and also for people having history of tuberculosis [138].

In Kharachi, Pakistan, a study was conducted at the Indus Hospital where two Al
algorithms CADA4TB version 6.0 (CAD4TBv6) and qXR version 2.0 (QXRv2) were compared
with a mycobacterial culture of two sputa as reference. The study included 2198 participants,
out of which 2198 were HIV-negative and 272 were pulmonary tuberculosis confirmed
by culture examination. Both software showed minimum value (CAD4TBv6 sensitivity
0.93, non-inferiority p < 0.0001; gXR sensitivity 0.93, non-inferiority p = 0.0002; CAD4TBv6
specificity 0.69, p = 0.0003; gXR specificity 0.75, p < 0.0001) for the test for non-inferiority
as recommended by WHO, having a non-inferiority limit of 0.05. It was also seen that
for both the software, the sensitivity was low in the case of smear-negative pulmonary
TB and for women in CAD4TBv6. Furthermore, the specificity was low in men, those
having a previous history of tuberculosis, older age groups, and those with low body mass
index [139].

10. Conclusions and Future Aspect

Advances in Al techniques, particularly in deep learning (DL), have been supported by
improved hardware storage such as LSPC (large-scale parallel computing), GPU (graphics
processing unit), and TPU (tensor processing unit) [140], as well as big data. Accom-
plishment in the fields such as image and voice recognition has brought Al more public
acceptance and new hopes for diagnosing disease. Machine learning has exceeded hu-
man expertise in several areas when seen in terms of performance. Therefore, it is no
surprise but more promising when applied to TB diagnosis. Al approaches in TB diagnosis
are mainly integrated for early disease diagnosis, focusing on TB symptoms and drug
resistance. Successful DL model examples for TB diagnosis are at the fore. For instance, Im-
ageCLEF is a forum established in 2003 that evaluates images and cross-languages retrieval
by organizing conferences [141]. It is a platform that sees participation from both industrial
and academic researchers in machine vision and pattern recognition, computer—human
interaction, and medical informatics as a few classes in the ImageCLEF campaign [141]. In
2018, a classifier was developed to identify whether the patient has MDR tuberculosis or
drug-sensitive tuberculosis based on the patient’s CT scan. It secured the best accuracy and
second position in AUC evaluation at ImageCLEF 2018 tuberculosis conference [71]. In
Peru, a deep learning model was developed on similar grounds to identify TB based on
its types. The developed model was promising and later planned to be implemented into
mobile devices for TB diagnosis [142].

Regardless of significant success in the past, Al implementation in TB diagnosis is still
challenging due to the acquirement of quality; thus, adequate and problem-solving data
remain a challenge. Data compilation is easy when we see it in the computer vision field, as
the chosen data are highly reliable and form a large dataset. However, a horse will always
be a horse and cannot be an elephant. Unfortunately, it is not the same in disease diagnosis
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as many reasons will hinder producing good quality and sufficient data to form a dataset.
On the one hand, the data collected from different experimental sources highly depends
on the variant experimental conditions applied, which might give different or opposite
results. This is due to our complicated biological system, which shows various symptoms
and drug resistance for the same disease and a drug. On the other hand, a vast range of
data is available, depending on the nature of the requirement and the necessity to build a
high-quality dataset.

One solution to the kettle of fish is developing an algorithm that can deal with different
or insufficient datasets. In 2019, a constructed DL model was trained using only the chest
radiograph to detect TB. This model was trained using NIH and Shenzhen datasets [72] and
the Belarus Tuberculosis Portal dataset [143]. However, this dataset was not of high quality
since it still needed further chest image upgrading, and its distinctive quality focused solely
on TB diagnosis [102]. Another critical challenge is to utilize and stick to the principle of
removing unwanted data to achieve more refinement and a task-oriented standards set. In
2017, a DL model was pre-trained on millions of images using AlexNet and GoogLeNet
datasets, containing many images, including chest radiographs. This model required
significant computer storage space to work efficiently, even for a small job of TB detection
using chest X-ray images [69]. At the same time, a dataset was proposed that required
lesser storage memory and a cheaper processor as it required storage only in mega-FLOPs
in contrast to AlexNet and GoogLeNet datasets that required storage in Giga—FLOPs [102].

The deep learning methods integrated with other neuro-fuzzy, genetic algorithms
and artificial immune systems are the most promising subdomain for TB diagnosis. These
systems increase the system’s sensitivity, specificity, and accuracy since they take biological
information. Therefore, we can expect to see these integrated algorithms for a much
improved and increased success rate in TB diagnosis in the coming years. However,
overfitting (a modeling error in which a function fits too closely to a set of limited data
points) and understanding the internal mechanism of the CNN model to make specific
decisions are the limitations. This overfitting is mainly because of a limited dataset for
accurate TB diagnosis and nevertheless, much research related to DL and the integrated
system has been taking place, which might help overcome this limitation. Furthermore, the
advancement in technology has led to the development of visualization methods. These
techniques help in the better interpretation of CNN model decision making by visual
representation. These techniques also provide transparency to the model by visualizing
the reason behind interference, thus making it more interpretable and understandable for
humans. Therefore, this increases the confidence in the output data of the CNN model [59].

In brief, Al has shown its potential in various diagnostic fields. However, its appli-
cation will increase research as the adoption of Al-specific domains is still in its initial
stage. Al can be proven to be an elixir for many deadly diseases and its early diagnosis.
Nonetheless, acceptance of new technology is a slow process as it involves duplicating work
and overcoming many setbacks involved with the process. However, Al will bring specific
changes in TB diagnosis, and hence there will be an advancement in the research field.
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