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Abstract: The Internet-of-Things (IoT) based monitoring system has significantly promoted the
intelligence and automation of power grids. The inspection robots and wireless sensors used in
the monitoring system usually have multiple network interfaces to achieve high throughput and
reliability transmission. The concurrent usage of these available interfaces with Multipath TCP
(MPTCP) can enhance the quality of service of the communications. However, traditional MPTCP
scheduling algorithms may bring about data disorder and even buffer blocking, which severely
affects the transmission performance of MPTCP. And the common MPTCP improvement mechanisms
for IoT lack sufficient attention to energy consumption, which is important for the battery-limited
wireless sensors. With the aim to promote conservative energy without loss of throughput, this
paper develops an integrated multipath scheduler for energy consumption optimization named
energy-efficient MPTCP (EE-MPTCP). EE-MPTCP first constructs a target optimization function
which considers both network throughput and energy consumption. Then, based on the proposed
MPTCP transmission model and existing energy efficiency model, the network throughput and
energy consumption of each path can be estimated. Finally, a heuristic scheduling algorithm is
proposed to find a suitable set of paths for each application. As confirmed by experiments based
on Linux testbed as well as the NS3 simulation platform, the proposed scheduler can shorten the
average completion time and reduce the energy consumption by up to 79.9% and 79.2%, respectively.

Keywords: Multipath TCP; energy consumption; power grid; scheduling system; IoT

1. Introduction

Power grids play a significant role in the daily life and national economy. Many
modern intelligent devices such as inspection robots, Phasor Measurement Units (PMU)
and the Advanced Metering Infrastructure (AMI) are utilized to monitor the system’s
real time states [1]. A large amount of monitoring data including high-resolution photos
and videos should be transmitted to the remote monitoring centers [2]. Intergraded with
artificial intelligence, autonomous control and human interaction, the power grids become
more safe and efficient. The robots as well the IoT devices, like sensors and actuators,
are usually battery-supplied, wireless, multiple interfaces enabled, and heterogeneous in
structure and functionality [3]. How to ensure efficient and reliable communication in such
IoT-based monitoring systems for power substations is of key critical.

To achieve this aim, some researchers adopt the emerging MPTCP technology to
simultaneously schedule application data of these intelligent multi-homed devices through
multiple available paths. MPTCP is an extension of regular TCP and allows data streams to
be delivered across multiple simultaneous connections and consequently paths. It has been
widely applied in practical applications, like Apple’s iOS 7 commercial operating system
and the Android system smartphone GALAXY 56 of South Korean Samsung [4]. In addi-
tion, many academic studies have shown that MPTCP can achieve improved throughput
performance and reliable communication in IoT [5].
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MPTCP may suffer performance degradation caused by out-of-order (OFO) data
when the paths are heterogeneous as a packet with a higher sequence number may arrive
at the receiver earlier than that with a lower sequence number. When the receiver buffer
is limited, the OFO packets may eventually occupy the entire buffer, stalling the sender’s
transmission, resulting in the Head-of-Line Blocking (HoL-Blocking) problem [4]. This
scenario is common in IoT-based monitor systems as the sensors often have different
wireless interfaces. Many improvements have been proposed. However, existing studies
often ignore the energy consumption, which has an important fact on the battery-powered
mobile wireless sensors in the IoT domain. Thus, taking a further investigation on a green
transmission strategy is needed for the loT-based monitor systems for power grids with
high resource demanded like computing and networking.

The paper focuses on the MPTCP scheduling and presents a green MPTCP scheduler
named EE-MPTCP (energy-efficient multipath TCP) based on mathematical optimization,
which aims to greatly improve system energy efficiency, increase the effective throughput
and thus guarantee the QoS of the IoT based power grid monitoring system. The main
contributions are as follows.

¢ The proposed EE-MPTCP scheduler constructs a target optimization function whose
value increases with the increase of network throughput and decrease with energy
consumption.

*  The markov chain based MPTCP transmission model, which constructs the change
of congestion window under packet loss rate and congestion control strategy in each
Round-Trip Time (RTT) cycle, is adopted to estimate the average throughput.

* A heuristic scheduling algorithm is proposed based on two-level sorting to find the
optimal subflow set for each application. Experimental results based on Linux testbed
and NS3 validate the performance of EE-MPTCP.

The rest of this paper is organized as follows. Section II gives an introduction of
MPTCP and presents related works. Section III investigates the performance problems of
existing approaches and our design motivations. Then the proposed EE-MPTCP algorithm
is introduced in Section IV. Section V depicts the extensive experimental results as well as
their analysis. Finally, Section VI concludes the paper.

2. Related Works

In this section, we will first introduce the application of MPTCP in IoT. Then, the
related works that aims to reduce the energy comsumption are depicted.

2.1. MPTCP in IoT

Currently, some researchers apply MPTCP to the IoT for efficient transmission. Con-
sidering the importance of energy for the battery-constrained devices in IoT, Morawski et
al. [6] proposed a green MPTCP framework. Aljubayri et al. [7] adapted the Opportunistic
Routing (OR) technique to reduce the number of transmissions, and thus reducing MPTCP
delay. Pokhrel et al. [5] investigated distributed transfer learning (TL) for MPTCP in the
IIoT scenario. Silva et al. [8] adopted MPTCP for traffic offloading for machine-to-machine
(M2M) data traffic in the IoT scenario that transmitted between the wireless devices and re-
mote server. These works mainly focus on transmission quality performance improvement
and service quality assurance in IoT, and are lack of attention to energy consumption.

2.2. MPTCP with Energy Efficiency

Nowadays, the researchers optimize the energy consumption of MPTCP transmission
from two aspects of path scheduling and congestion control.

On the one hand, there are some algorithms related to congestion control. Ref. [9]
designed a traffic shifting policy to save the energy consumption of MPTCP, which could
divert traffic to the path with lower energy consumption. Ref. [10] improved energy
efficiency in data center networks by minimizing the flow completion time and designed
additional substream elimination mechanisms to eliminate those substreams that caused
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high energy consumption due to link sharing. Peng et al. [11] designed different path
rate adjustment schemes for different mobile applications. Phame et al. [12] proposed
emReno which increase the CWND inversely proportional to energy consumption. That'’s,
the congestion window of subflows with higher energy consumption is smaller.

On the other hand, there are some algorithms related to packet scheduling algorithm
for MPTCP. eMTCP was proposed in [13], which scheduled network traffic according to the
energy consumption of each interface to achieve the purpose of energy saving. eMPTCP [14]
selected the path for data transmission based on an operating area which was identified
through an MPTCP energy consumption model. Arain et al. [15] proposed an MPTCP
scheduling melanism based on stochastic optimization to reduce energy consumption and
meet the application requirements by limiting the congestion window size and selecting the
best path. In [16], a novel energy-aware multipath content transmission method, MPTCP-
QE, was proposed, which was driven based on quality of experience (QoE). MPTCP-QE
integrated a fast recovery scheme to avoid unnecessary slow start. Palash et al. [17] define
three steps to achieve a continuous balance of mobile devices bandwidth requirements and
energy efficiency in a round-robin fashion. ES-MPTCP proposed in [18] considered both
path throughput and energy consumption, and determines which substreams are used for
data transmission with the goal of achieving optimality.

In summary, existing algorithms mainly reduce energy consumption by limiting the
transmitted data amount of the path having high energy consumption. However, it is
quite challenging to choose appropriate substreams based on different criteria for different
application. For instance, what most existing algorithms do is to select paths according to
energy consumption. However, the path with lower energy consumption may show poor
performance, causing reduced network performance.

3. Problems and Challenges

This section first describes the problems and challenges of MPTCP in heterogeneous
wireless networks. Then through the experiments based on Linux tested, the shortcomings
of the existing solutions are analyzed.

3.1. Problems

MPTCP can improve transmission performance by using multiple paths concurrently.
But in the network environment which changes rapidly at present, especially in heteroge-
neous networks with asymmetric paths and random packet loss, it is a quite meaningful
and difficult thing to develop an efficient scheduling mechanism for MPTCP. Take the net-
work between the inspection robots and the monitor center as an example which can consist
of 4G/LTE links and WiFi links simultaneously. In 4G/LTE networks, the base stations are
designed with large buffers, causing long transmission delays and near-zero packet loss
probability. Meanwhile, for the WiFi path, it comparatively has higher random packet loss
rates and short delays. In this case, the packets with a higher sequence number scheduled
on the faster path can arrive at the receiver earlier than packets scheduled on the slower
path with the lower sequence number. This causes OFO packets delivery. HOL-Blocking
means that the buffer is full and the receive window is zero when OFO packets'number is
large enough. In the situation, any packets can’t be send by the MPTCP even the network
is available. This problem can be alleviated by pre-allocating data packets out of sequence
to make them arrive at the receiving end in sequence.

Considering the scenario where an MPTCP connection has two paths which are not
connected. The path1’s RTT is set to 30 ms and path2’s RTT is set to 60 ms. Assume they
are in congestion avoidance scenario and the CWND is increased by 1 for every RTT. At
beginning, pathl and path2 start to send packets #1-5 and packets #6-10 simultaneously.
Path1 can complete two rounds of transmission when the packets transferred over path2
arrive at the receiver as shown in Figure 1a. In this case, packets with number of 1-5 are
OFO packets. They arrive at the receiver end 20 s ahead of the packets with the number of
6-10.
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Figure 1. Pre-allocating can alleviate the OFO problems and its performance can be affected by
random packet losses. (a) Packets 1-5 are disorder packets. (b) No packet loss and no OFO. (c) The
OFO packets cannot be avoided when packet loss exists even with pre-allocating mechanism.

This problem can be solved by pre-allocating mechanisms. If we pre-allocate packets
from 1 to 11 to be in flight on pathl, and packets from 12 to 16 to be in flight on path2, all
packets from 1-16 can arrive in order ideally as depicted in Figure 1b.

However, designing such a pre-allocating scheduling algorithm is challenging as the
network is dynamic, and this well-defined scheme cannot work when there are random
packet loss exists. Suppose packet 1 is lost in this condition, it should be retransmitted in
the next round as shown in Figure 1c. Then packet disorder problem cannot be avoided in
this situation.

Thus, how to achieve efficient packet scheduling with MPTCP to improve energy
efficiency, reliability and latency is quite worthy of investigation especially in the context of
IoT applications where the paths are heterogeneous and random packets loss exits.

3.2. Problems Validation with Linux-Based Testbed

To validate the problems of the existing algorithms, EE-MPTCP adopts eMTCP [13]
and conducts experiments based on Linux testbed which consist of a 3G path and a WLAN
path. For the Linux experimental platform, the operating system is Ubuntu 14.04 and the
kernel version is 0.90 [19]. The energy consumption is obtained by reading its value from
Intel’s CPU RAPL driver at the client side. The network topology is shown in Figure 2 with
only two paths, i.e., 3G and WLAN. The WLAN and 3G link characteristics are set with
WANem following those in [20]. The bandwidth and RTT of WLAN and 3G are set to [25
Mbps, 25 ms] and [5 Mbps, 65 ms]. The loss rate in WLAN is 1%.
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Figure 2. Experimental topology where the inspection robot is connected to the remote server through
multiple interfaces for communication.

The experimental results are described in Figure 3. Several indicators, namely, the
energy efficiency, the throughput and the total energy are considered. We can obtain from
the figure that eMTCP consumes more energy than the default MPTCP scheduler when the
file size is 800 KB and 900 KB (shown in Figure 4. The reason lies in that eMTCP takes a
longer time to complete the transfer with the value of 4.98 s and 3.91 s, respectively, when
the flow size is 800 KB. To find the root cause, we further use eMTCP and the default
algorithm to track the proportion of packets and throughput transmitted by the WLAN
path, and find that the WLAN path of eMTCP and the default scheduler is responsible
for about 60.28% and 58.70% of the total data transmission. The reason is that when the
low-energy path, i.e., the WLAN path, is idle, the eMTCP algorithm is more inclined to
choose the low-energy path serves as data transfer. However, the WLAN path has a higher
packet loss rate compared to the 3G path, the obtained throughput of eMTCP over the
WLAN path is smaller (1.36 Mbps with eMTCP and 1.75 Mbps with the default scheduler).
In addition, timeout retransmissions or fast retransmissions can be caused by packet loss,
which will in turn increase overall energy consumption and the flow completion time.

Thus, we can obtain that existing proposals may cause MPTCP performance degrada-
tion in some network scenarios and a new path management programme of MPTCP should
be proposed. Numerous network status, for example delay, packet loss rate and throughput
should be included in the proposed scheme. Network dynamics needs to be followed and
the consumption of energy is must be brought down to ensure network data throughput.
Therefore, this paper focuses on designing a green MPTCP scheduling algorithm to pander
to the challenges of energy and resource constraints of the IoT environment and meet the
efficient and reliable data transmission requirements.
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Figure 3. Experimental results conducted with MPTCP Linux kernel reveal that existing algorithms
like eMTCP [13] can perform worse than the default MPTCP. The detailed results are shown in
Figure 4. (a) The energy consumption under different file sizes. (b) The throughout under different
file sizes. (c) Energy efficiency comparison of various algorithms with different file sizes.
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Figure 4. A close look at the energy consumption of eMTCP [13] and the default scheduler when the
file size is 800 KB and 900 KB.

4. Our Proposed EE-MPTCP

EE-MPTCP algorithm aims to find the optimal subflow set to transmit data that can
maximize the network throughput and minimize energy consumption. In the following,
This section is divided into four parts to describe the proposed EE-MPTCP algorithm. First,
the target optimization function is present. Then, the energy cost model which calculates
the energy consumption of each subflow and the MPTCP data transmission model which
is designed to estimate data transmission volume in a certain period of time are introduced.
Finally, the workflow of the proposed EE-MPTCP algorithm is described.

4.1. The Target Optimization Function

The obtained throughput and energy consumption of different subflows can be differ-
ent as the paths of different subflows are heterogeneous. Which subflows are selected for
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data transmission is a problem we have to solve. Thus, we design a target optimization
function as expressed in Equation (1).

k
Z D1 <k <n). 1)

M»

O =

i=1

T denotes the transmission duration. X; is the average throughput of the i subflow.

Z X; and Z (b; x X; + 0;) represent the sum of average throughput and the sum of the
i=1 i=1
average energy consumption of all subflows, respectively, which will be introduced in the

next subsection.

According to Equation (1), we can find that Oy increases with the increase of total
average throughput and the decrease of the total energy cost. We need to find k* that
maximizes O, i.e., k* = argmax{Oy} to guarantee network throughput and the reduction
of energy consumption.

4.2. The Energy-Efficiency Model

The amount of data in bits transmitted per joule of energy is called the energy efficiency,
which can be calculated by dividing the data transmission volume by the total energy
consumption in this transmission. The data volume is calculated by multiplying the
average transmission rate x, and transmission time T. The former x; is calculated as
C%{\%’? r, where CWND, and RTT, represent the current congestion window and RTT on
path r, respectively. The product of power consumption P, (x,) and duration of connection
T is the energy consumption.

Therefore, we can obtain the energy efficiency as:

oxxT
= )T 2

where P, (x;) denotes the power consumption on subflow r. Its relationship with through-
put x; is shown in Equation (3), which is widely applied 4G, 3G and WiFi [21].

P, (x,) = byx, + er{xr>0}’ 3)

where b, > 0. It is the value of the power consumed per unit throughput when receiving
data. 8, > 0 denotes the instantaneous energy consumption when the interface is activated.
According to Equations (2) and (3), we can obtain that the ratio of data transmission
rate to the power consumption is the energy efficiency, that is:
Xr

= —. 4
° 0r + byxy @)

4.3. Modelling of Data Transmission

In MPTCP, each subflow performs a similar congestion control (CA) mechanism as
regular TCP. In order to guarantee network fairness and improve throughput, the coupled
CA is utilized in MPTCP. Up to now, researchers have proposed many CA algorithms for
MPTCP, such as Linked Increases Algorithm (LIA) [22], Weighted Vegas (wVegas) [23],
Opportunistic LIA (OLIA) [24] and Balanced LIA (Balia) [25]. The default congestion control
algorithm in Linux kernel is OLIA. On each new ACK, OLIA increases the congestion
window w; on subflow r as Equation (5).

w, /RTT?

@ a/RTTR T ®

Otherwise, the window w;, is decreased as w,/2 when there are packet losses on
subflow r.
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RTT, and w, are RTT and the current CWND on path r of subflow r, respectively.
W, is the value of CWND at the equilibrium point. « is a function of w, and RTT; for all
r € R, and the R is the set of all subflows. Therefore, OLIA fulfills the goals of MPTCP and
provides a better congestion balance than the coupled algorithm [26].

To estimate data amount, we adopt our proposed model present in [4,27], which
considers all the four phases during MPTCP’s congestion control procedure, and is modeled
in terms of round [28]. The parameters in the transfer model are addressed in Table 1.

Table 1. List of transfer model’s parameters.

Parameters Definition

7 Number of rounds transmitted by subflow r.

Cr(ry) The accumulated data segements transmitted until the rfh round.
Ty (1) The elapsed time until the r#/ round.

CW,(r;) Subflow #’s congestion window during the rfh round.

SST,(r;) Subflow #’s slow start threshold during the r£" round.

RTT, Subflow r’s RTT.

P (1) Subflow r’s packet loss rate in the !’ round.

The average throughput X, from the first round until the rfh round of subflow r is
defined as Equation (6).
Cr(ri)
Te(ri)

The C,(r;) can be calculated as the sum of C,(r; — 1) and the transferred data seg-

Xr - (6)

CWi(ri) CWi(r;)
ments in the current round CW,(r;) — Y. P(CW,(r;),1)*1,where Y. P(CW,(r;),1) 1
=0 1=0

represents the number of lost data segm;nts. The process is shown iniquation (7).

CWi(r;)
Cr(ri) = Cr(ri = 1) + CWi(ri) — Y P(CWy(r;),I) *1. 7)
1=0

The binomial distribution of the probability that » packets may be lost when the
congestion window size is w can be calculated as Equation (8).

P(w,r) = <;> «P % (1—P)¥ " ®)

In Equation (6), the time duration T;(r;) is the product of RTT and the transmission
rounds as shown in Equation (9).

Ty(?’,’) = RTT; % ;. (9)

The CW,(r;) is analyzed according to the MPTCP transmission process over each
subflow as depicted in Equation (7). More specifically, given the state of the (r; — 1)
round, namely, the congestion window CW,(r; — 1), the slow start threshold SST,(r; — 1)
and the probability P (r; — 1), we can predict the transmission state of the rfh round. The
detailed process is as follows.

First, we calculate the transition probability in different situations, i.e., all data seg-
ments are successfully transmitted, a timeout occurs, the packet is lost and the TCP sender
receives three identical acknowledgments.

Let P(r;) define the possibility for the first scenario. PY(r;) can be expressed as
Equation (10).

PP(rp) = (1= )t (10)
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When there are no more packets to send, the time out will be triggered. This possibility
represented as P! (r;) can be calculated as Equation (11).

CWr(r,-—l)
Pl(r;) = Y P(CW,(r; —1),1). (11)
I=CW,(r;—1)-3

When the TCP sender receives three identical acknowledgments, the sender will trigger
fast retransmission. This transition possibility P?(r;) can be depicted as Equation (12).

(ri—1)—4
Prr)= ),  P(CW(ri=1),1). (12)
1=1

Then, we calculate the congestion window and SSThresh changes in the corresponding
three different situations as described above.

In the case where all data transmission is successful, the congestion window CW?(r;)
can be expressed as Equation (13). When a timeout occurs, the congestion window CW;' (r;)
can be shown as Equation (14). If a packet loss occurs, the congestion window CW?2(r;) can
be described as Equation (15).

CWi(r;i—1)+1
enton = 3 iy ®
if CWp(r; —1) < SSTy(r; —1).
CW2(r;) = CW,(0). (14)
CW2(r;) = M (15)

SSTY(r;) keeps unchanged as shown in Equation (16) when all data transmission is
successful. When the time out occurs or packet loss occurs, SST} (r;) becomes half of the
congestion window as represented in Equation (17).

SSTO(r;) = SST,(r; — 1). (16)
SST}(r;) = % (17)

Finally, we count the total amount of data successfully transmitted in these three cases.
In each condition, the number of successful data transmissions can be calculated as the
product of the congestion window size in this condition and the corresponding occurrence
possibility. Thus, the total data amount C,(r;) that was transmitted successfully in the rfh
round can be calculated by the sum of these products. That is

2
Cr(ri) = Y #P(r;)  CW"(ry). (18)

m=0

4.4. The Proposed EE-MPTCP Algorithm

In order to get the optimal subflow set, we propose EE-MPTCP to determine the
optimal subflow set k to maximize. To achieve this aim, we first sort the subflows, then select
first k subflows from the whole subflows where k ranges from 1 to #n, and calculate Oy, for
each k based on the estimation of the average throughput as well the energy consumption
of each subflow. Finally, we select the optimal subflow set that can maximize the target
optimization function for data transmission.

(1) Subflows Sorting
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As analyzed above, the higher the energy efficiency shown in Equation (4) of the
subflow, the better the performance of the subflow. According to Equation (4), we can
obtain that o

§

Xr

b, = b, + (19)

According to Equation (19), when one subflow has a higher throughput, its b, is
smaller, the energy efficiency of the subflow is higher, the subflow’s performance is better.
Thus, we first sort all the available subflows py, p2, ..., pi, ..., pn in the ascending order
according to Equation (19), and the sorted collection is P = { p’l, plz, ey p;(, ey p;l} Then
EE-MPTCP adopts the first k subflows in this subflow set for the flow with the file size is
N;. We calculate Oy, for each k € [1, n].

(2) Throughput Calculation

According to the target optimization function depicted in Section 4.1, computing Oy
requires first obtaining the average throughput and completion time.

To get the two indicators, for a certain k, we sort the k subflows again according
to ascending order of RTT. The sorted set is s = {s,l,s/z, . ,s;-, . ,s;(}. We record the
number of rounds of the slowest subflow transmission as rg. RT T} is the RTT of subflow s;.

Then during RTTj, the number of rounds u; that the other subflows s; can transmit can be

calculated as
ro * RTTk

uj = LT]}J' (20)

The amount of data, defined as C;(u;), that path i transmitted from the first round
to the uf-h round can be obtained through the multipath transmission model (Lines 8-11
of Algorithm 1). C(rp) is calculated in the same way as C;(r;) (Lines 5-6 of Algorithm 1).
Finally, we can calculate the total data amount as Equation (21).

k-1

Niotal = Ci(ro) + Y_ Ci(ri). (21)
i=0

T = o # RTT,. 22)

Then, we compare the total amount of data Ny, with the file size N;. When Ny, >
Nj, the data amount transmitted over each subflow and each subflow’s number of rounds
(Lines 14-15 of Algorithm 1) are recorded. Based on this information, each subflow’s
average throughput can be finally obtained (Lines 20-21 of Algorithm 1).

As the transmission time over the slowest subflow decides the total time of data
transmission, the completion time T can be produced by rg and RT Ty, which is represented
in Equation (22). ry is the number of rounds transmitted by the slowest subflow and RT T}
is the RTT of the slowest subflow.
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Algorithm 1: Estimate the average throughput based upon loss-throughput
model

Input :A set of sorted subflows §" = {s{,s),...,s;} and rg.
Output:average throughput X;(1 <i <k).
1 Initialization at t = 0
2 L ro=1,
3 Function
4 | GetNR(ry,S);
5 Calculate Ci(rg) according to Equation (7);
6 | ny = Ck(ro),'
7 fori=1tok—1do
8 | Calculate u; according to Equation (20);
9 ri = Ui,
10 Calculate C;(r;) according to Equation (7);
11 n;i = Ci(l"l‘>,’
k—1
12 Niotar = 1 + ‘ZO nj;
i=
13 if Niopar > N { Ny is the file size transferred duration t. | then
14 N:{nl,nz,...,ni,...,nk_l};
15 R=Ary,ro ..., ti, .., 1k 1}
16 | return (N,R);

17 else
18 ro+ =1,
19 | GetNR(ro,S');

20 Calculate X;(1 < j < k);

3. _ _ GetNR(ry,S").N.n; . 1.
2 Xi = RT3 GetNR(ro. 5 Ry (1<i<k-1);

v — Cl(ro) .
2 Xk = RiToergs

23 return X;(1 < j <k);

(3) The proposed EE-MPTCP algorithm

For a certain k, we calculate each path’s average throughput for all the k subflows
and completion time according to section IV-D2. Then Oy can be obtained based on the
objective optimization function (Lines 3 in Algorithm 2). Finally, we find the value of k*
that maximizes O, i.e., k* = argmax{Oy}, and the subflows { p’l, p/z, cee, p;c*} are selected
for this application. Algorithm 2 shows the process and the set of the selected path is
updated every RTT round to make the proposed algorithm can be utilized in the constantly
changing network environment.

Algorithm 2: Estimate the optimal subfolw set
Input :b;, 6;, RTTk,
A set of sorted subflows B = {pll, p’z, .., p;, ., p;} and 7.
Output:Subset s* € B
1 fork=1tondo

2 | X; calculated by Algorithm 1;
k __ k _
3 Calculate Op = Y X; —ro* RTTy * Y (b; * X; + 6;)(1 < k < n) according to
i=1 i=1

Section 4.1;

a4 Letk* = argmaxi<j<,Of and s* +— {p/l, p;_,. .., p;c*}
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5. Performance Evaluation

As the results of the Linux based testbed have been revealed in Section 3.2, we further
conduct some experiments to evaluate the performance of the proposed EE-MPTCP by
comparing its performance with ROUND-ROBIN, eMPTCP [14] and our earlier proposed
DMPTCP [27] based on NS3.13 with more complex network scenarios. The main evaluation
index contains the cost of energy, the completion time of flow and energy efficiency.

5.1. Experimental Settings

The experiments are conducted in a network scenario that consists of both LTE and
WiFi links whose topology is depicted in Figure 2. In this topology, multiple disjoint
subflows function between the inspection robots and the remote monitoring server.

In power grids, the information exchanged between the sensors and the monitor center
can be short control messages, pictures and large video files. Thus, we vary the transferred
file size from several bytes to 10 MB to simulate different applications in power grids. The
traffic pattern in the experiments is consists of short flows, medium size flows and long
flows. Specifically, the stream size of short flows is randomly generated and the average
value is 57 KB following the pareto distribution. The size of medium-size and long-lived
TCP flows are 1 MB and 10 MB, respectively. All are triggered synchronously at 0.1s.

The parameters of WiFi as well as LTE are set according to the measurements of [29] as
shown in Table 2. The power consumption is calculated according to Equation (3), where b,
and 0, are set to 137 mW /Mbps and 132.9 mW, 52 mW /Mbps and 1288 mW for WIFI and
LTE, respectively. Then, the product of P, and during T is path #’s energy consumption, and
we can add the energy consumption of each interface to get the total energy consumption
of the equipment.

Table 2. System Parameters.

Parameter Design Range
Data packet size 1460 bytes
TCP ACK size 40 bytes
Number of subflows 8

WiFi capacity 5-10 Mbps
LTE capacity 15-20 Mbps
Data packet size 1460 bytes
WiFi RTT 40-60 ms
LTE RTT 100-200 ms
WiFi loss rate 0-1%

LTE loss rate 0

5.2. Experimental Results

The eMPTCP preferentially selects WLAN path when it is idle, and only if the energy
efficiency of the LTE path meets certain requirements, the LTE path will be taken into
consideration. The ROUND-ROBIN uses all available paths in sequential polling. DMPTCP
aims to select a collection of paths for faster file transfer. The proposed EE-MPTCP intro-
duces energy consumption based on DMPTCP, and wants to find a set of paths that can
minimize the completion time of flow and maximize energy efficiency simultaneously.

The experimental results with short flows are shown in Figure 5. We know that EE-
MPTCP’s average completion time is shortest and the total energy consumption is lowest.
But, the performance improvement is not remarkable in this network environment because
the scale of the short flow is small. All algorithms can finish the transmission in a litter time
duration.
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Average Time (Second)
Total Energy Consumption (Joule)
— D 1] P

Number of Short Flows Number of Short Flows
(a) (b)

Figure 5. The evaluation results of the four algorithms, namely eMPTCP [14], the default ROUND-
ROBIN, DMPTCP [27] and the proposed EE-MPTCP with varying number of short flows that
transmitted concurrently in the network environment that consists of one LTE path and one WLAN
path. (a) The average completion time of all flows. (b) The total energy cost during the whole
transmission.

Thus, the four algorithms which have concurrent flows with a larger data volume are
studied. The results are described in Figures 6 and 7. We can find from these results that as
the number and size of concurrent streams increase, the advantages of the proposed EE-
MPTCP becomes more and more obvious over existing algorithms. The average completion
time of EE-MPTCP is reduced by 79.9% compared to ROUND-ROBIN when there are 30
concurrent long flows. Meanwhile, 79.2% is reduced on the total energy consumption. This
benefits from the comprehensive consideration of delay, packet loss, energy consumption
and other indicators by EE-MPTCP, making it have stronger adaptability in complex
network environment compared with the other three algorithms.

2000 | [Z) eMPTCP
/) ROUND-ROBIN
3 ¢000 | NN DMPTCP
E B
s | |EE
=) =
g 5 500
¢ g
~ 100 £
£ 2
s &)
% V - :1?3000
< 0l g 7 \i / 7 = 5000 g
7 H 28 =
% i ¥ |
/ i 7\
4%& i \\EER ) EE . %%g\\iiﬁﬁ \& )\
10 20 30 0 5 "

Number of Media Flows Number of Media Flows
(@) (b)
Figure 6. The evaluation results of the four algorithms, namely eMPTCP [14], the default ROUND-

ROBIN, DMPTCP [27] and the proposed EE-MPTCP with varying number of media flows with the
size of 1 MB that transmitted concurrently in the network environment that consists of one LTE path
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and one WLAN path. (a) The average completion time of all flows. (b) The total energy cost during
the whole transmission.
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Figure 7. The evaluation results of the four algorithms, namely eMPTCP [14], the default ROUND-
ROBIN, DMPTCP [27] and the proposed EE-MPTCP with varying number of long flows with the
size of 10 MB that transmitted concurrently in the network environment that consists of one LTE path
and one WLAN path. (a) The average completion time of all flows. (b) The total energy cost during
the whole transmission.

eMPTCP uses only WLAN paths for most of the transmission time, which causes its
longest average completion time in most environment. However, its completion time is
shorter than ROUND-ROBIN in 30 concurrent long stream scenarios. This is caused by the
random packet loss rate on the WLAN link which is not considered for ROUND-ROBIN
and eMPTCP. We find that multiple ROUND-ROBIN streams take several times longer
than other streams when 30 long streams are transmitted simultaneously, and these flows
mostly use LTE paths with relatively high latency, bringing about a longer transmission
time than that of normal flows. The reason is that the ROUND-ROBIN doesn’t consider the
delay of each path, doesn’t preferentially use paths with a shorter delay, and uses the next
flow directly after filling the sending window of one flow. When the WLAN path suffers
from packet loss, the data will use the LTE transmission path for a long time.

Besides, we also validate the four algorithms’ performance with varying number
of sublows, which consists of one LTE path and multiple WLAN paths. An example
traffic pattern is established which have 20 concurrent media flows whose scale is about 1
MB. Figure 8 shows the results. When WLAN paths'number increases, meanwhile, total
energy consumption of the four algorithms and the average completion time decreases,
and EE-MPTCP performs better than other algorithms in this scenario.
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Figure 8. The evaluation results of the four algorithms, namely eMPTCP [14], the default ROUND-
ROBIN, DMPTCP [27] and the proposed EE-MPTCP with varying number of subflows that consists
of 1 LTE path and 1-3 WLAN paths. (a) The average completion time of all flows. (b) The total energy
cost during the whole transmission.

5.3. Industrial Applications

Industry 4.0, also known as the industrial internet of things (IloT), is the current
trend of automation and data exchange in manufacturing [30]. In IIoT, the industrial
applications are realized based on Cyber-Physical Production Systems (CPPS), which
consists of intelligent entities that can communicate and cooperate with each other. Figure 9
shows an industry network scenario [5] where the devices can communicate and share data
with each other. In addition, further analysis is feasible for wireless sensors and intelligent
devices to transmit undeveloped data to the remote server.

Intelligence manufacturing L
Industrial Social Publishing Location in lloT

Industrial Bioengineering | | Network | ! 32 \U
< -

\j: l‘ , O .g%%: é -

= T
sl

Figure 9. A motivating network deployment of IIoT. The wireless devices, sensors and equipments
installed with EE-MPTCP can exchange information with each other using their WiFi and 4G/5G
interfaces, and can also communicate with remote servers.
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With the development of IIoT, more and more devices are integrated into it, such
as sensing nodes, monitoring devices and control equipments [31] to achieve high im-
prove manufacturing efficiency and product quality. These intelligent entities can generate
high volume of traffic, which poses great challenges for networks, like large-scale con-
current access and network congestion [8]. The rapid growth of IloT traffic also requires
a great quantity of energy demand. According to statistics, about 33% of global energy
consumption comes from the industrial sector.

Therefore, it is necessary to find a network solution that can tackle the challenges
including application QoS and energy management. The proposed EE-MPTCP algorithm
can be applied to meet these requirements. As shown in Figure 10, the multi-homed sensors
and the remote server run the improved EE-MPTCP. The multiplexing over all available
concurrent MPTCP paths can provide aggregated throughput, reduced delay and reliable
transmission to the remote server. In addition, as an energy-aware scheduler, EE-MPTCP
can save energy and extend the battery life time of the wireless sensors in IloT.

The stack of sensors in IIOT EE-MPTCP-based
Application Multiplexing Application
Socket Socket
MPTCP MPTCP
1P 1P
WiFi 4G Zigbee Ethernet
A A A A
Internet )
L EE-MPTCP
/~ Sensor domain - - -
; 3\ EE-MPTCP Remote
[ s1 )
S - Sn /_/ EE-MPTCP Center
\ S2 / - >
T~

Figure 10. An application example of the EE-MPTCP in IloT.

6. Conclusions and Future Work

An MPTCP energy-efficient optimization scheduling algorithm named EE-MPTCP is
proposed in the paper for the loT-based monitoring system in power grids. EE-MPTCP
designed a target optimization function, which is as an index to evaluate the selected path
set with EE-MPTCP. The path set that maximizes network throughput and minimizes
equipment energy consumption is the optimal one. In order to find the target path set,
EE-MPTCP adopts the MPTCP data transmission model and designs a two-tier based
scheduling algorithm. The experimental results compared with ROUND-ROBIN, eMPTCP
and DMPTCP in a variety of network scenarios prove that EE-MPTCP outperforms these
three algorithms. It can improve flow completion time and reduce energy consumption. In
addition, the proposed EE-MPTCP can also be used in industry IoT as well as other IoT
domains. For the future work, we involve the research on the MPTCP energy consump-
tion optimization algorithms in interactive video streaming and virtual cloud computing
environment.

Author Contributions: Conceptualization, P.D.; Methodology, Z.D.; Supervision, N.X.; Writing—
review & editing, Y.C. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported in part by the National Natural Science Foundation of China
(Nos. 61602171, 61572191).

Conflicts of Interest: The authors declare no conflict of interest.



Electronics 2022, 11, 3104 17 of 18

References

1.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Chen, X.; Liang, W.; Zhou, X,; Jiang, D.; Kui, X,; Li, K.-C. An efficient transmission algorithm for power grid data suitable for
autonomous multi-robot systems. Inf. Sci. 2021, 572, 543-557.

Huang, J.; Wang, J.; Tan, Y.; Wu, D.; Cao, Y. An automatic analog instrument reading system using computer vision and inspection
robot. IEEE Trans. Instrum. Meas. 2020, 69, 6322—6335.

Mbd, A.; Mkr, B.; Bbge, D. An energy aware grouping memetic algorithm to schedule the sensing ac-tivity in WSNs-based IoT for
smart cities. Appl. Soft Comput. 2021, 108, 107473.

Yang, W.; Dong, P; Cai, L.; Tang, W. Loss-aware throughput estimation scheduler for multi-path TCP in heterogeneous wireless
networks. IEEE Trans. Wirel. Commun. 2021, 20, 3336-3349.

Pokhrel, S.R.; Pan, L.; Kumar, N.; Doss, R.; Vu, H.L. Multipath TCP meets transfer learning: A novel edge-based learning for
industrial IoT. IEEE Internet Things ]. 2021, 8, 10299-10307.

Morawski, M.; Ignaciuk, P. A green multipath TCP framework for industrial internet of things applications. Comput. Netw. 2021,
187,107831.

Aljubayri, M.; Peng, T.; Shikh-Bahaei, M. Reduce delay of multipath TCP in IoT networks. Wirel. Netw. 2021, 27, 4189-4198.
Silva, C.F; Ferlin, S.; Alay, O.; Brunstrom, A.; Kimura, B.Y. IoT traffic offloading with multipath TCP. IEEE Commun. 2021, 59,
51-57.

Le, T.A.; Hong, C.S.; Razzaque, M.A; Lee, S.; Jung, H. ecMTCP: An energy-aware congestion control algorithm for multipath TCP.
IEEE Commun. Lett. 2012, 16, 275-277.

Zhao, J.; Liu, J.; Wang, H.; Xu, C.; Gong, W.; Xu, C. Measurement, analysis, and enhancement of multipath TCP energy efficiency
for datacenters. IEEE/ACM Trans. Netw. 2020, 28, 57-70.

Peng, Q.; Chen, M.; Walid, A.; Low, S. Energy efficient multipath TCP for mobile devices. In Proceedings of the 15th ACM
International Symposium on Mobile Ad Hoc Networking and Computing, Philadelphia, PA, USA, 11-14 August 2014; ACM: New
York City, NY, USA, 2014; pp. 257-266.

Pham, L.; Vo, PL.; Le, T.-A. An energy-aware multipath congestion control protocol for mobile devices. In Proceedings of the 2017
International Conference on Recent Advances in Signal Processing, Telecommunications & Computing, Da Nang, Vietnam, 9-11
January 2017; IEEE: New York City, NY, USA, 2017; pp. 44-48.

Chen, S.; Yuan, Z.; Muntean, G.-M. An energy-aware multipath-TCP-based content delivery scheme in heterogeneous wireless
networks. In Proceedings of the 2013 IEEE Wireless Communications and Networking Conference, Shanghai, China, 7-10 April
2013; IEEE: New York City, NY, USA, 2013; pp. 1291-1296.

Lim, Y.-S.; Chen, Y.-C.; Nahum, E.M.; Towsley, D.; Gibbens, R.J.; Cecchet, E. Design, implementation, and evaluation of energy-
aware multi-path TCP. In Proceedings of the 11th ACM Conference on Emerging Networking Experiments and Technologies,
Heidelberg, Germany, 01-04, December, 2015; ACM: New York City, NY, USA, 2015; pp. 1-13.

Arain, Z.A.; Qiu, X.; Zhong, L.; Wang, M.; Chen, X.; Xiong, Y.; Nahida, K.; Xu, C. Stochastic optimization of multipath TCP for
energy minimization and network stability over heterogeneous wireless network. KSII Trans. Internet Inf. Syst. (TIIS) 2021, 15,
195-215.

Cao, Y.; Chen, S; Liu, Q.; Zuo, Y.; Wang, H.; Huang, M. QoE-driven energy-aware multipath content delivery approach for
MPTCP-based mobile phones. China Commun. 2017, 14, 90-103.

Palash, M.R.; Chen, K.; Khan, I. Bandwidth-need driven energy efficiency improvement of MPTCP users in wireless networks.
IEEE Trans. Green Commun. Netw. 2019, 3, 343-355.

Dong, P,; Shen, R.; Li, Y.; Nie, C.; Xie, ].; Gao, K.; Zhang, L. An Energy-Saving Scheduling Algorithm for Multipath TCP in Wireless
Networks. Electronics 2022, 11, 490.

Zhao, ].; Liu, J.; Wang, H. On energy-efficient congestion control for multipath TCP. In Proceedings of the 2017 IEEE 37th
International Conference on Distributed Computing Systems, Atlanta, GA, USA, 5-8 June 2017; IEEE: New York City, NY, USA,
2017; pp. 351-360.

Ferlin, S.; Alay, O.; Hayes, D.; Welzl, M.; Dreibholz, T. Revisiting congestion control for multipath TCP with shared bottleneck detec-
tion. In Proceedings of the IEEE INFOCOM 2016—The 35th Annual IEEE International Conference on Computer Communications,
San Francisco, CA, USA, 10-14 April 2016; IEEE: New York City, NY, USA, 2016; pp. 1-9.

Huang, J.; Qian, F,; Gerber, A.; Mao, Z.M.; Sen, S.; Spatscheck, O. A close examination of performance and power characteristics of
4G LTE networks. In Proceedings of the 10th international Conference on Mobile Systems, Applications, and Services, Low Wood
Bay, Lake Distric, UK, 25-29 June 2012; ACM: New York City, NY, USA 2012; pp. 225-238.

Wischik, D.; Raiciu, C.; Greenhalgh, A.; Handley, M. Design, implementation and evaluation of congestion control for multipath
TCP. In Proceedings of the Usenix Conference on Networked Systems Design and Implementation, Boston, MA, USA, 30 March-1
April 2011; USENIX Association: New York City, NY, USA, 2011; pp. 99-112.

Cao, Y,; Xu, M.; Fu, X. Delay-based congestion control for multipath TCP. In Proceedings of the IEEE International Conference on
Network Protocols, Austin, TX, USA, 30 October—2 November 2012; IEEE: New York City, NY, USA, 2012; pp. 1-10.

Khalili, R.; Gast, N.G.; Popovic, M.; Boudec, ].Y.L. MPTCP is not pareto-optimal: Performance issues and a possible solution.
IEEE/ACM Trans. Netw. 2013, 21, 1651-1665.

Peng, Q.; Walid, A.; Hwang, J.; Low, S.H. Multipath TCP: Analysis, design and implementation. IEEE/ACM Trans. Netw. 2016, 24,
596-609.



Electronics 2022, 11, 3104 18 of 18

26.

27.

28.

29.

30.

31.

Chen, Y.-C.; Lim, Y.-S.; Gibbens, R.J.; Nahum, E.M.; Khalili, R.; Towsley, D. A measurement-based study of multipath TCP
performance over wireless networks. In Proceedings of the 2013 Conference on Internet Measurement Conference; ACM:
Barcelona, Spain, 23-25 October 2013; ACM: New York City, NY, USA, 2013; pp. 455-468.

Dong, P; Yang, W.; Tang, W.; Huang, J.; Wang, H.; Pan, Y.; Wang, J. Reducing transport latency for short flows with multipath TCP.
J. Of Network Comput. Appl. 2018, 108, 20-36.

Ma, L,; Yu, ER.; Leung, V.C. Performance improvements of mobile SCTP in integrated heterogeneous wireless networks. IEEE
Trans. On Wireless Commun. 2007, 6, 3567-3577.

Li, W.; Zhang, H.; Gao, S.; Xue, C.; Wang, X.; Lu, S. SmartCC: A reinforcement learning approach for multipath TCP congestion
control in heterogeneous networks. IEEE |. Sel. Areas Commun. 2019, 37, 2621-2633.

Chaudhary, R.; Aujla, G.S.; Garg, S.; Kumar, N.; Rodrigues, J.J. SDN-enabled multi-attribute-based secure communication for
smart grid in IloT environment. IEEE Trans. Ind. Inform. 2018, 14, 2629-2640.

Chen, C.W. Internet of video things: Next-generation IoT with visual sensors. IEEE Internet Things ]. 2020, 7, 6676—-6685.



	Introduction
	Related works
	MPTCP in IoT
	MPTCP with Energy Efficiency

	Problems and Challenges
	Problems
	Problems Validation with Linux-Based Testbed

	Our Proposed EE-MPTCP
	The Target Optimization Function
	The Energy-Efficiency Model
	Modelling of Data Transmission
	 The Proposed EE-MPTCP Algorithm

	Performance Evaluation
	Experimental Settings
	Experimental Results
	Industrial Applications

	Conclusions and Future Work
	References

