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Abstract: This paper proposes a system of 6G Internet of Things (IoT) based on downlink non-orthogonal multiple access (NOMA) technology, where the base station (BS) allows signals of the same frequency to serve users at different distances. In particular, we study a cooperative MIMO-NOMA system based on downlink simultaneous wireless information and power transfer (SWIPT) assistance. To improve the overall performance, we employ machine learning to optimize user-pairing and radio resource allocation. At the end of the paper, the simulation results are obtained, which fully prove that the MIMO-NOMA system constructed in this paper is correct in theory and can be realized in practice.
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1. Introduction

6G is anticipated to support tenfold more connections per square kilometer than 5G while achieving the same key performance indicator (KPI) [1]. This ambitious goal should inspire widespread participation from academia and industry in the hunt for real-world enablers to sustain such a resource-intensive solution of massive links [2,3]. Non-orthogonal multiple access (NOMA), at the outset of the 5G standards, has been seen as a potential remedy for massive machine type communication (mMTC) [4]. This comes from the fact that NOMA may increase connection density and lower system overhead when used in conjunction with grant-free transmissions. Internet of Things (IoT) is an intelligent network that connects various things embedded with smart devices to the Internet for information exchange [5,6]. With the widespread use of IoT technology and the large-scale use of sensors, high-precision smart facilities are being used in all aspects of society [7]. IoT is projected to facilitate the huge networking of smart gadgets and has been playing an increasingly vital function [8].

Massive IoT with NOMA assistance has been a popular study area in recent years. The basic potential of NOMA in enabling the vast IoT was examined from an imbalanced dataset perspective, where the first limits were calculated to demonstrate a significant advantage for NOMA over orthogonal multiple access (OMA) [9]. This paper makes further improvements on the basis of the original technology and proposes NOMA technology. One of the improvements is that NOMA allows different users to communicate at the same time [10]. At the transmitter, distinct superposition codes are applied to the signals of different users, and then successive interference cancellation (SIC) technology is utilized to identify the signals [11]. The superimposed codes are transmitted by the transmitter after receiving signals from different users; in order to detect and identify different signals, SIC technology is widely used at the receiving end of the signal in order to process the feedback signal [12]. If the user prior information is used for auxiliary transmission when performing the SIC, cooperative NOMA will be formed. Compared with non-cooperative NOMA, cooperative NOMA offers greater reliability and a wider range of services.
One of the primary motivations for incorporating simultaneous wireless information and power transfer (SWIPT) technology into the NOMA system is that the batteries of IoT devices are fundamentally restricted and cannot store a great deal of energy. [13]. It is worth noting that the widespread use of SWIPT technology in information systems allows users to not only identify information but also to transmit energy through the signal, which in turn replenishes some of the energy consumed by the relay. Energy harvesting (EH) models can be divided into two groups depending on whether there is a linear function between the output power and the input power; the linear model is one of them, and the nonlinear model is the alternative option [14]. To better illustrate this, a non-linear EH model is used to study the interruption performance of NOMA systems. Compared to the linear EH model, the improved model can better demonstrate the non-linear characteristics of real circuits. Owing to the complexity, there exist few NOMA works to adopt the nonlinear EH model. Therefore, it becomes more meaningful to consider the nonlinearity of the practical circuits when using the SWIPT technique.

Future Internet of Things (IoT) devices have different energy profiles and quality of service (QoS) requirements; these are their distinguishing characteristics. Two-energy- and spectrally-efficient transmission strategies, wireless power transfer assisted non-orthogonal multiple access (WPT-NOMA), and backscatter communication (Back-Com) assisted non-orthogonal multiple access (BAC-NOMA) are proposed by leveraging this IoT characteristic and utilizing spectrum and energy cooperation among the devices. In particular, WPT and Back-Com are used to take advantage of the collaboration between devices with different energy profiles, which eliminates the need for a separate power beacon, and NOMA is used to guarantee that devices with different QoS requirements may use the same spectrum. In addition, a hybrid SIC decoding order is considered for the proposed WPT-NOMA scheme, and analytical results suggest that WPT-NOMA may decrease outage probability error levels and obtain the full diversity advantage [15].

This paper proposes an IoT system based on downlink non-orthogonal multiple access (NOMA) technology, where the base station (BS) allows signals of the same frequency to serve users at different distances. In particular, we study a cooperative MIMO-NOMA system based on downlink simultaneous wireless information and power transfer (SWIPT) assistance. To improve the overall performance, we employ machine learning to optimize user-pairing and radio resource allocation. The final simulation results fully demonstrate that the cooperative MIMO-NOMA system developed in this paper is correct in theory and feasibility.

The reminder of the paper is organized as follows. Section 2 presents our proposed system model and comprehensive mathematical formulations. Section 3 details the transmission protocol, and Section 4 develops a DRL-based user pairing NOMA scheme. Finally, simulation results are shown in Section 5, and Section 6 concludes this paper.

2. System Model

As technology evolves, so do wireless systems, and NOMA technology is gaining interest in 6G due to its advantages in improving overall frequency efficiency, first by superimposing users in the time and frequency domains and then using SIC to achieve the main points in the multiple access channel.

Due to SIC error propagation, the number of customers permitted for PD-NOMA is quite limited. Discussed with NOMA in mind, the meaning of equity is inconsistent on the topic of distribution. Due to the uncertainty of the specific locations of the different users, a rational way of allocating power on account of random geometry is proposed and cited. In practice, the number of cells is so large that locating users to specific cells while increasing the total rate of the system will become very difficult, although most articles address NOMA. The authors of [16] used related theoretical techniques to solve the challenge of increasing the total rate in a multi-cell system while localizing the users. The situation may be improved by considering various sorts of service needs in various cells, and [17] proposes a power allocation method that takes various forms of data traffic into
A network with excellent performance should have the ability to switch to OMA at any time since the advantages of PD-NOMA versus OMA depend to a large extent on the gain variation of the different channels. In order to allow the system to choose amongst them, the authors of [18] recently proposed a utility charge that accounts for the expenses and advantages associated with each MAC mode. The NOMA technique is widely used for multiplexed communication between terminals and two receiver units [19,20], i.e., device-to-device (D2D) communication, where many users in the system are greatly amplified when PD-NOMA is combined with orthogonal frequency division multiplexing (OFDM). Various solutions such as greedy algorithms were then proposed in order to solve the user and power problems. Figure 1 depicts a MIMO-NOMA communication configuration for groups of users. Since NOMA is used for transmission, SIC detection is employed on the user side.

Figure 1. System model for 6G downlink MIMO-NOMA.

Figure 2 shows the downlink SWIPT-assisted cooperative NOMA system structure. If U1 and U2 are on the same frequency band, the BS can serve both at the same time. There is no direct transmission route from BS to U2 due to physical obstacles or excessive shading during transmission. The introduction of the cooperative relay U1 solves this problem, and U1 will help the BS to overcome the physical obstacles and realize the information transmission from U2 to the BS. Because U1 has a limited amount of energy, it first gathers energy from the BS signal before relaying it. \( h_1 \) and \( h_2 \) denote the channels from U1 to BS and from U2 to BS. Rayleigh fading is experienced by all channels, i.e., \( h_i \sim \mathcal{CN}(0, \lambda_i), i \in \{1,2\} \).
Similarly, a constant-linear-constant (CLC) EH model is considered. Accordingly, U1 terminal energy is described as:

\[
E = \begin{cases} 
0, & \xi \in [0, p_{\text{sen}}], \\
\eta(\xi - p_{\text{sen}})t, & \xi \in [p_{\text{sen}}, p_{\text{sat}}], \\
\eta(p_{\text{sat}} - p_{\text{sen}})t, & \xi \in [p_{\text{sat}}, +\infty),
\end{cases}
\]  

(1)

The received power at U1 is \(\xi\), the sensitivity power threshold for EH is \(p_{\text{sen}}\), the saturation power threshold for EH is \(p_{\text{sat}}\), \(t\) is the duration of the EH, and \(\eta(0 < \eta < 1)\) is the energy efficiency.

3. Methods

We first describe the downlink transmission protocol and then analyze the user rate for the downlink transmission protocol.

3.1. Transmission Protocol

The cooperative NOMA transmission protocol supported by the downlink SWIPT is shown in Figure 3. The downlink transmission period is \(T\), equally divided into two phases before and after \(T/2\). The BS sends a signal in the first phase, which overlaps the information of the two users. At the same time, U1 receives a certain amount of signal from the BS and uses it in two ways, half for EH and the other half for decoding the information. Then, provided that U1 has successfully decoded the overlapping message, U1 will have enough energy to send U2’s signal, and U2 gets the forwarded signal to decode its own message. Otherwise, U1’s message will fail.

\[x = W_1x_1 + W_2x_2,\]  

(2)

where \(x_1\) ans \(x_2\) are the signals, \(W_1\) and \(W_2\) are the precoding vectors.

Then the expression for U1 is:

\[y_1 = H_1W_1x_1 + H_2W_2x_2,\]  

(3)

where \(H_1\) denotes the channel vector of BS-U1.

According to the power splitting scheme [18], U1 splits \(\sqrt{\theta}y_1(t)\) (\(0 \leq \theta \leq 1\)) for EH, where \(\theta\) is the power-splitting ratio. In particular, since the correlation analysis has been carried out on the CLC EH model in (1), the expression at U1 is
\[ E = \begin{cases} 0, & \theta p|H_1|^2 \in [0, P_{\text{sen}}], \\ \eta(\theta p|H_1|^2 - P_{\text{sen}}) \frac{T}{2}, & \theta p|H_1|^2 \in [P_{\text{sen}}, P_{\text{sat}}], \\ \eta(P_{\text{sat}} - P_{\text{sen}}) \frac{T}{2}, & \theta p|H_1|^2 \in [P_{\text{sat}}, +\infty]. \end{cases} \]  

Meanwhile, upon remaining fraction \( \sqrt{1 - \theta y_1(t)} \), U1 first detects \( x_2 \) and then detects \( x_1 \) by SIC, with signal to interference and noise ratio (SINRs)

\[ \gamma_{12} = \frac{|H_1W_2|^2}{|H_1w_1|^2 + \sigma^2}, \]  

and

\[ \gamma_{11} = \frac{|H_1w_1|^2}{\sigma^2}, \]  

respectively, where the additive Gaussian white noise is when U1 detects \( x_1 \) and \( x_2 \). U1 forwards \( x_2 \) to U2 by All collected energy over the T/2 block. Accordingly, the transmit power of U1 can be expressed as:

\[ p_1 = \frac{E}{T/2} = \begin{cases} 0, & \theta p|H_1|^2 \in [0, P_{\text{sen}}], \\ \eta(\theta p|H_1|^2 - P_{\text{sen}}), & \theta p|H_1|^2 \in [P_{\text{sen}}, P_{\text{sat}}], \\ \eta(P_{\text{sat}} - P_{\text{sen}}), & \theta p|H_1|^2 \in [P_{\text{sat}}, +\infty]. \end{cases} \]  

Upon the forwarded signal from U1, U2 detects \( x_2 \) with SNR

\[ \gamma_{22} = \frac{p_1|h_2|^2}{\sigma^2}, \]  

where \( h_2 \) denotes the channel vector of U1-U2. Obviously, the achievable rates are

\[ R_{11} = \frac{1}{2} \log_2(1 + \gamma_{11}), \]  

and

\[ R_{12} = \frac{1}{2} \log_2(1 + \gamma_{12}), \]  

respectively.

The rate of \( x_2 \) is

\[ R_{22} = \frac{1}{2} \log_2(1 + \gamma_{22}). \]

4. DRL-Based User-Pairing NOMA Scheme

The authors developed a methodology for getting the best power allocation factors using the deep reinforcement learning (DRL) scheme in their paper. This research also uses the user pairing approach to determine the best power allocation. The DRL environment is then used to transform the user pairing scheme. The Deep Q-learning network (DQN) technique is used to study average sum rate performance as well as optimal power allocation. Finally, the algorithm with the description of the entire procedure is presented.

4.1. DRL Based Downlink SWIPT

In this sub-section, the user-pairing NOMA framework is transformed to the DRL environment. The DRL scenario is demonstrated in Figure 4. Agent, state and environment, action, target and reward, and policy are the main components of the DRL algorithm, expressed below: In a real-time propagation context, RL seeks to train an agent how to do a job. The agent is a policy maker as well as a learner. The agent responds by sending actions to the environment after receiving observations and a reward from the environment. The agent incorporates both a policy and a learning algorithm. BS serves as an agent
in DRL. The “state” of the DRL technique is defined as the change that results from each interaction between the “agent” and external elements (acting as an “object”). Given the DRL situation and the recommended problem of adaptability for different users of NOMA, the DRL environment can currently only represent the user pairing matrix $E_t$. The agent may only do one “activity” every step while interacting with the environment, and each component in $G_1$ is a $2 \times 2$ line matrix and each component in $G_2$ is a column. The NOMA system marks a period of time as a training period during each of which the agent interacts with the environment, changing the state from the present one to the next one. The agent must choose an appropriate action based on unique strategies in the current state $s_t$ since the various actions have different environmental implications. The action space of $A_t$ may be described by the NOMA system as

$$A_t = \{u_{t}^{N+1}, u_{t}^{N+2}, \ldots, u_{t}^{N}\}.$$

Because wireless users have an influence on the row representation $G_1$ of the user pairing matrix, let us say that a transfer partner is created when user $t$ selects user $p$, which is interpreted as

$$u_{t}^{p} = 1,$$

in every step $t$; otherwise, $u_{t}^{p} = 0$. A positive or negative payment is received after the agent has completed the work. The agent’s objective is to discover and recognize a policy that will maximize the cumulative discount payment, which is determined at each training session by multiplying the current instant benefit by a discount factor. In our NOMA system, the immediate reward may be calculated as

$$r_t = r_t(s_t, a_t),$$

where $s_t$ represents the state and $a$ represents the action taken in step $t$. The average sum rate of the $t^{th}$ user is $r_t$, whereas the sum rate of users who are moved on the same user pair is $r_t$. If a user pair contains many users, the system will set the current payment to 0, which is the goal of the DQN algorithm, which is to maximize the discount. The process is selected by the agent in the same way that the policy is selected by the agent. The DQN approach uses the $\epsilon$-Greedy policy to select an action. The probability of occurrence of the highest state value $Q(s_t, a_t)$ of this action is $1 - \epsilon$, which is to randomly select an action with probability $\epsilon$. To prevent the selected algorithm from being tuned locally to the optimal solution, the agent can use processes to investigate unknown actions and conditions.

![Figure 4. DRL-based downlink SWIPT-enabled cooperative NOMA pairs.](image)

### 4.2. Optimal Power Allocation and User Pairing Based on Q-Learning Algorithm

The average sum-rate of D/L NOMA UEs is the “reward”, which represents the reward at time $t$, expressed below,

$$R = \sum_{n=1}^{N} \sum_{k=1}^{K} \log_2 \left(1 + \frac{a_{n,k}p_n|\tilde{z}_{n,k}(r)w_n|^2}{\eta_n + \sigma_n^2}\right).$$

The sum-rate computed using $\tilde{z}_{n,k}(r)$ is represented as $R$. In Q-learning, the Q-function updates $R$ on a regular basis, whereas $R$ calculates $\tilde{z}_{n,k}(r)$. The user pairing index
and the power allocation factors are both determined simultaneously using Q-learning. Furthermore, given system state $s$ and action $a, Q(s^t, \theta^t)$ denotes the BS’s Q-function,

$$Q(s^t, \theta^t) \leftarrow (1 - \beta)Q(s^t, \theta^t) + \beta \left[ R(s^t, \theta^t) + \delta \gamma V(s^{t+1}, \theta^{t+1}) \right]$$  \hspace{1cm} (13)$$

where $\beta \in (0,1]$ denotes the importance of recent learning experiences. The discount factor $\delta \in [0,1]$ determines the importance of present and future benefits. The complete dynamic user pairing and power distribution methodology for the NOMA system with DRL is shown in the diagram below Algorithm 1:

**Algorithm 1** The proposed NOMA system with the DRL

**Input:** iterations $T$, action set $A$, decay factor $\gamma$, Actor neural network $\pi(a|s, \theta)$, Critic neural network $v(s, w)$

**Output:** Actor network parameters $\theta$, Critic network parameters $w$

Initialize $\theta \leftarrow \theta_0$, $w \leftarrow w_0$

for $t$ from 1 to $T$ (S is not terminal):

- $A \sim \pi(\cdot|S, \theta^t)$, take action $A$, observe $S' R$
- Collect and save sample $(S, A, R, S')$
- Calculate TD-error $\delta = R + \gamma v(S', w) - v(S, w)$ through Critic network
- Update Critic network $w$ according to Mean square error loss function

$$\Sigma(R + \gamma v(S', w) - v(S, w))^2$$

- Update Actor network $\theta = \theta + \alpha \nabla_\theta \log \pi(A|S, \theta) \delta$

end for

return $(\theta, w)$

5. Simulation Results

5.1. Simulation Settings

This section shows the simulation results to justify the end-to-end performance of DRL based NOMA by adopting the DQN algorithm as a typical DRL implementation. We also simulate the end-to-end system performance of the other three approaches, namely simple deep neural network (DNN) NOMA, SC-NOMA, and conventional TDMA scheme considering the optimal power allocation to make a comparison.

The BS specifications are 512 physical antenna elements (16,16,2,256 elements each polarization) in a cross-pol array. Physical antenna components: 90-degree beamwidth, half-wavelength spacing between rows and columns, and 5dBi maximum gain per physical element. If the polarizations are not coherently mixed, the maximum EIRP are 54dBm and 60dBm, respectively, with a noise figure of 5dB. The following are the UE settings: Dual panel cross-pol array with best-panel selection at UE, with two panels orientated back-to-back. Each panel consists of 32 physical parts, with 16 parts per polarization, and the TX power transmitted to the active panel element is 23 dBm. A physical antenna array panel has elements with a 90-degree beamwidth, half-wavelength spacing between rows and columns, and a maximum gain of 5dBi per physical element. In all circumstances, the maximum EIRP is 40dBm (provided all antenna components can be coherently integrated), with a noise figure of 9dB. The simulation parameters are shown in Table 1. It has been assumed that the BS is situated at the center, with the UEs dispersed randomly about the cell at distances ranging from 50 to 250 m. With respect to machine learning simulation, we adopt an open-source tool developed from the Google library TensorFlow running on Python.

**Table 1.** Basic simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Numerical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance between two users</td>
<td>12 m</td>
</tr>
<tr>
<td>Parameter</td>
<td>Value</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Net transfer bandwidth</td>
<td>800 MHz</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>100 GHz</td>
</tr>
<tr>
<td>Transmit power of BS</td>
<td>40–100 W</td>
</tr>
<tr>
<td>Path loss index of the channel</td>
<td>3</td>
</tr>
<tr>
<td>AWGN noise spectral density</td>
<td>–170 dBm/Hz</td>
</tr>
<tr>
<td>Quality of service threshold</td>
<td>2.5 bps/Hz</td>
</tr>
<tr>
<td>Noise figure</td>
<td>5 dB</td>
</tr>
</tbody>
</table>

In deep learning, we usually use floating point operations per second (FLOPS) to measure the complexity of the neural network model. The Actor-Critic model consists of two parts, one is the policy function generated by Q network, and the other is to evaluate the quality of Q network output policies. After updating Q network continuously through a large number of episodes, the Q network can give reasonable action A for each state S. Therefore, in the real calculation FLOPS aspect of the Actor-Critic model, we only need to calculate the Q network to meet the requirements of the real environment. The choice of FLOPS for different network models Figure 1 of ref [21] and the computing power of different devices is a trade-off issue [22]. We will choose a reasonable Q network model between accuracy and devices computing speed.

5.2. Simulation Analysis by Considering Frequency Flat Fading Conditions without Node Mobility

In the analysis, the simulation results in different parameter settings are shown in Table 2. The average sum rate is represented as the “average cumulative reward,” and the BS acts as an “agent.” Figure 5 demonstrates the learning graphs; this shows the average sum rate over the entire course of BS. In the simulation, we consider 30 UEs. The best end-to-end system performance can be achieved with a learning rate of 0.1500, after 3900 epochs, as the average sum rate or cumulative reward converges to around 100 Mbps. The DQN scheme, in addition, converges faster when the learning rate is 0.2000, but does not attain the maximum throughput (or average sum rate). This problem may be explained that when the learning rate is high and the gradient update speed is too quick, causing the optimal solution to slide. Meanwhile, the DQN algorithm fails to converge when the learning rate is set to 0.010 or 0.005. This is because when the learning rate is low, gradient updating is likewise sluggish. As a result, the training process will not be able to converge in less than 4000 epochs.
Table 2. Simulation results in different parameter settings.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum Epochs of Achieving Convergence (k)</th>
<th>Average Sum-Rate (bit/s/Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>learning rate $lr$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$lr = 0.005$</td>
<td>2.7</td>
<td>53</td>
</tr>
<tr>
<td>$lr = 0.010$</td>
<td>3.2</td>
<td>80</td>
</tr>
<tr>
<td>$lr = 0.150$</td>
<td>2.0</td>
<td>93</td>
</tr>
<tr>
<td>$lr = 0.20$</td>
<td>2.7</td>
<td>88</td>
</tr>
<tr>
<td>decay factor $\gamma$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma = 0.99$</td>
<td>3.0</td>
<td>80</td>
</tr>
<tr>
<td>$\gamma = 0.95$</td>
<td>2.5</td>
<td>90</td>
</tr>
<tr>
<td>$\gamma = 0.90$</td>
<td>3.2</td>
<td>82</td>
</tr>
<tr>
<td>exploration rate $\epsilon$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\epsilon = 0.10$</td>
<td>2.0</td>
<td>93</td>
</tr>
<tr>
<td>$\epsilon = 0.15$</td>
<td>2.8</td>
<td>88</td>
</tr>
</tbody>
</table>

Figure 5. Convergence variation during the training process.

The DQN system has surpassed the DNN, conventional TDMA, and SC-NOMA schemes, as can be seen in Figure 6. Furthermore, it is simple to show that TDMA performance is superior than SC-NOMA performance. It turns out that expanding the number of customers on the same subcarrier without paying for it is not feasible. The learning rate in simulation is set as 0.20. The DQN NOMA algorithm surpasses the DNN NOMA scheme, proving that a substantially higher data rate than the Nyquist Shannon rate can achieve. The DQN NOMA algorithm employs the DL approach to calculate the Q value. It is clear that the DQN NOMA method can use DL symbol training to extract information. Furthermore, the storage and retrieval of Q values are made more difficult by the abundance of data symbols. As a result, in terms of overall conversion efficiency and SE, better than the DNN NOMA method is the DQN NOMA algorithm. Furthermore, the DQN-NOMA approach outperforms TDMA and random user pairing. This is true since the evaluated NOMA system’s ideal transmission pairing employs 8 UEs. Because only one UE is relayed on a subchannel, the methodology requires more spectrum than the TDMA strategy. By using capabilities in both the frequency and output domains, the NOMA strategy may greatly increase data transmission rates.
6. Conclusions

This paper has developed a 6G downlink MIMO-NOMA system that supports simultaneous wireless information and power transfer. In order to improve overall performance, we apply DRL to optimize user pairing and radio resource allocation. The performance of our designed MIMO-NOMA system is validated by simulation results. With the appropriate fitting of the neural network, the DRL method can determine the ideal pairing and power distribution for each user with satisfying convergence speed.

Author Contributions: Conceptualization, W.X.; methodology, W.X. and X.D.; software, B.C.; validation, B.C.; X.L. and M.W.; formal analysis, X.D.; investigation, X.D. and M.W.; resources, W.X.; writing—original draft preparation, W.X. and X.D.; writing—review and editing, B.C.; X.L. and M.W.; visualization, X.L.; supervision, W.X.; project administration, W.X. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References


