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Abstract: Speech emotion recognition is an important part of human–computer interaction, and the use of computers to analyze emotions and extract speech emotion features that can achieve high recognition rates is an important step. We applied the Fractional Fourier Transform (FrFT), and then constructed it to extract MFCC and combined it with a deep learning method for speech emotion recognition. Since the performance of FrFT depends on the transform order \( p \), we utilized an ambiguity function to determine the optimal order for each frame of speech. The MFCC was extracted under the optimal order of FrFT for each frame of speech. Finally, combining the deep learning network LSTM for speech emotion recognition. Our experiment was conducted on the RAVDESS, and detailed confusion matrices and accuracy were given for analysis. The MFCC extracted using FrFT was shown to have better performance than ordinal FT, and the proposed model achieved a weighting accuracy of 79.86%.
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1. Introduction

With the rapid development in the field of speech recognition, researchers have realized that speech can convey more than just textual information, but also contains emotional information. In speech feature extraction, there are traditional methods such as prosodic features, voice quality features, and spectral features [1]. The Mel-Frequency Cepstral Coefficient (MFCC) [2] reflects the frequency characteristics of the human auditory system and has the advantages of being simple to calculate, highly discriminatory, and resistant to noise [3], and is, therefore, the most widely used speech feature at present. In 2017, Likitha [4] et al. proposed a speech emotion recognition method that uses MFCC and standard deviation values to detect emotions with 80% efficiency even in noisy environments. In 2018, Dhruvi [5] reviewed research on emotion recognition through speech signals, and this literature showed that MFCC provided a high level of recognition accuracy. In the same year, Jagtap [6] et al. proposed a system to detect seven emotions, which proposed using MFCC to reduce the frequency information contained in the speech signal to a small number of coefficients, and showed that the accuracy of the system depended on the database used for training.

Traditional speech spectrum feature extraction methods are mainly based on the Short Time Fourier Transform (STFT), which treats speech as short-term stability and only reflects the frequency components of the signal; however, speech signals are nonstationary signals whose frequency varies with time, so STFT is not suitable for processing speech signals. Therefore, our paper introduces a new speech analysis tool—the Fractional Fourier Transform (FrFT) [7].

As a new time-frequency transform tool, the Fractional Fourier Transform (FrFT) is a generalization of the Fourier Transform, capable of transforming a signal to any intermediate domain between the time and frequency domains. It was first proposed in a
purely mathematical way by Namias in 1980. Then Almeida analyzed its relationship with the Wigner–Ville distribution (WVD) and interpreted it as an algorithm for the rotation of the time-frequency plane [8]. As FrFT can be considered as a decomposition of the linear frequency modulation (LFM) signal, it can significantly reduce processing complexity without reducing resolution, making FrFT well suited for processing speech signals. In 2008, Zhang et al. [9] proposed a fractional auditory cepstrum coefficient feature and applied it to language identification, reducing the equal error rates by 10.5% compared to conventional MFCC. In 2009, Yin [10] adaptively set the optimal transform order of FrFT according to the rate of in-frame pitch change and applied it to speech recognition, where it was shown that this method could obtain better discriminatory power for tones and vowels and had a higher recognition rate compared to traditional MFCC. Since FrFT has certain advantages in analyzing nonstationary signals, especially signals with transition frequency following time evolution, in 2011 Ma et al. [11] took advantage of this and combined it with the cepstrum analysis to separate the vocal tract and excitation of speech signals, using an appropriate Signal Interference Ratio as the search criterion to adaptively search for an appropriate transform order, and applied it to experiments on the fundamental frequency tracking of noisy Chinese vowels. Research on FrFT in the field of speech signal processing has focused on speech enhancement [12]; however, it has not yet been used in speech emotion recognition.

Compared to time-frequency transformation methods such as spectrograms and Wigner distributions, FrFT has a more flexible time-frequency representation due to the existence of the transformation order \( p \), which can make the algorithm more flexible, but finding the optimal transformation order has also been a challenge. The step search method is simple to use, but the calculation is too complex and computationally intensive, so it is inconvenient to use. Therefore, our paper used the ambiguity function (AF) to determine the optimal transformation order.

Speech signals are time-varying signals that require special processing to reflect time-varying properties. In contrast, Long Short-Term Memory (LSTM) networks can effectively remember relevant long-term contextual information from the input [13]. Therefore, LSTM networks are introduced to build models for speech emotion recognition.

The diagram of the speech emotion recognition system constructed in our paper is shown in Figure 1.

![Figure 1. Speech emotion recognition system.](image)

This paper is organized as follows.

Section 2 introduces the extraction of speech features: Section 2.1 introduces the definition and some basic properties of FrFT. Section 2.2 introduces the method of determining the optimal transform order using AF. Section 2.3 introduces a new feature extraction method based on FrFT for MFCC extraction.

Section 3 introduces the construction of a classification model, giving the basic definition of LSTM and the basic structure of the classification model.

Section 4 gives the experimental parameters and results of applying the MFCC extracted by FrFT on the LSTM speech emotion recognition classification model.

Section 4 concludes this experiment.
2. Feature Extraction

2.1. Definition of the Fractional Fourier Transform

The FrFT representation of the signal $x(t)$ is:

$$X_p(u) = F_p[x(t)] = \int_{-\infty}^{+\infty} x(t)K_p(u,t)dt$$ (1)

where $F[\bullet]$ denotes the FrFT operator, $p$ is the order of the FrFT and is a real number, and $K_p(u,t)$ is the kernel of the FrFT; the expressions are as follows:

$$K_p(u,t) = \begin{cases} \frac{1 - j\cot \alpha}{2\pi} \exp \left( j\frac{u^2 + t^2}{2} \cot \alpha - \frac{jt}{\sin \alpha} \right) & \alpha \neq n\pi \\ \delta(u-t) & \alpha = 2n\pi \\ \delta(u+t) & \alpha = (2n \pm 1)\pi \end{cases}$$ (2)

where $\alpha = p\pi/2$ is the transformation angle. The kernel function has the following properties:

$$K_{-p}(u, t) = K_p^*(u, t)$$ (3)

$$\int_{-\infty}^{\infty} K_p(u,t)K_p^*(u',t)dt = \delta(u - u')\infty$$ (4)

Hence, the inverse of FrFT can be expressed as:

$$x(t) = F_{-p}[X_p(u)] = \int_{-\infty}^{\infty} X_p(u)K_{-p}(u,t)du$$ (5)

Equation (5) shows that $x(t)$ can be viewed as a decomposition of the basis formed by an orthogonal LFM function in the $u$-domain. This also indicates that this LFM signal can be transformed into an impulse in a certain fractional domain. Thus, FrFT has a good localization effect on the LFM signal.

2.2. Determination of the Optimal Orders

The FrFT of the signal introduced in the previous section can be interpreted as the basis of the signal consisting of an orthogonal LFM function, so the optimal order is related to the chirp rate of the LFM signal.

Among the methods to find the optimal order, a simpler method is the step search method based on the Wigner–Ville Distribution (WVD) [14]. The basic principle is to use the FrFT of a signal with a continuously variable rotation angle to obtain the 2D parameter distribution of the signal, and then search for the maximum value of the signal in that 2D plane as a way to perform the detection and estimation of the LFM signal. However, this method is too computationally intensive because it is calculated on a 2D plane. Another method is to use the ambiguity function (AF) [15], which can search for the 2D plane simplified to a search in the 1D plane; this greatly reduces the amount of computation.

Since AF is simple to understand and has low computational complexity, our paper used AF to find the optimal order.

The AF of the signal is defined as:

$$A_z(\tau, v) = \int_{-\infty}^{\infty} z(t + \tau)z^*\left(t - \frac{\tau}{2}\right) \exp(-j2\pi v t)dt$$ (6)

The general expression for the LFM signal is:

$$z(t) = A \exp[j2\pi\left(f_0t + 0.5f_m^2t^2\right)]$$ (7)

where $A$ is the amplitude, $f_0$ is the initial frequency, and $f_m$ is the chirp rate.
Bringing the expression for the LFM signal in Equation (7) into the definition of the AF in Equation (6), the AF of the LFM signal can be obtained:

$$A_z(\tau, v) = A^2 \delta(v - f_m \tau) \exp(j2\pi f_0 \tau)$$  \hspace{1cm} (8)

From Equation (8), we can see that in the ideal condition, the amplitude of the AF of an LFM signal is linearly an impulse function. It passes through the origin and its slope is equal to the chirp rate. From this, we can detect the optimal order we want to obtain by simply calculating all linear integrals through the origin:

$$\eta(f_m) = \int_{-\infty}^{\infty} |A_z(\tau, v)| \delta(v - f_m \tau) d\tau dv = \int_{-\infty}^{\infty} |A_z(\tau, f_m \tau)| d\tau$$  \hspace{1cm} (9)

By searching the maximum value of the integration value, the chirp rate $\hat{f}_m$ can be derived. Having found the chirp rate $\hat{f}_m$, the specific relationship between the order $p$ and the chirp rate is further explained below.

The important relationship between FrFT and WVD is given: the projection of the linear integral of the WVD of a signal over the fractional domain is the square of the FrFT magnitude of that signal over this fractional domain. The WVD of the LFM signal is a straight line which has a maximum magnitude only in the projection at a point in the fractional domain perpendicular to it [16]. When the axis is rotated by an angle $\alpha$ so that the LFM signal ($f_m = \tan \beta$) forms an impulse in the fractional Fourier domain, then $\tan \beta = \cot(-\alpha)$, is the optimal rotation angle found [17], as shown in Figure 2.

![Figure 2. LFM signal form impulses in the fractional Fourier domain.](image)

Thus, the optimal order to find is:

$$p = 2\arccot \left(-\hat{f}_m\right) / \pi$$  \hspace{1cm} (10)

The FrFT amplitude spectrum of a certain frame of the speech signal with several fixed orders and the found optimal order $p$ is given below.

As can be seen from Figure 3, the energy of the speech signal is relatively discrete in the time domain, and after FrFT processing, there is a certain degree of energy aggregation. This shows that the closer it is to the optimal order $p$ (the optimal order $p = 1.0323$ for this frame of speech), the more obvious the energy aggregation effect. The best energy aggregation of the signal after FrFT processing is achieved when the optimal order $p$ is reached. The experimental results are consistent with the fact that the LFM signal can be transformed into an impulse in some fractional domain as mentioned above, and show that FrFT has an excellent localization performance for the LFM signal. Therefore, FrFT is well
suited for processing time-varying speech signals and can lead to better results for speech emotion recognition.

Figure 3. The magnitude of FrFT of speech signal for various orders (domains). (a) the magnitude of the transform in the \( p = 0 \) domain; (b) the magnitude of the transform in the \( p = 0.25 \) domain; (c) the magnitude of the transform in the \( p = 0.5 \) domain; (d) the magnitude of the transform in the \( p = 0.75 \) domain; (e) the magnitude of the transform in the \( p = 1 \) domain; (f) the magnitude of the transform in the optimal order \( p = 1.0323 \) domain.

2.3. New MFCC Feature Extraction

MFCC uses mathematical calculations to represent the auditory system of the human ear and can achieve high recognition rates; therefore, MFCC is chosen as a feature for speech emotion recognition in this paper. However, the standard cepstrum parameter MFCC only reflects the static features of speech parameters, so this paper further calculates the dynamic features through the differential spectrum of static features. System performance is improved by combining static and dynamic features [18]. The optimal order \( p \) of FrFT is first obtained using the AF approach and is then applied to the extraction of MFCC features. The general steps are as follows:
1. Pre-processing of speech signals: First, pre-emphasis of the original speech signal occurs, so that the signal passes through the filter with \( H(z) = (1 - 0.97z^{-1}) \). Then, the signal is divided into frames of 20 ms in length and 10 ms in shift. Finally, windows are added with Hamming Windows.

2. AF is used for each frame of the pre-processed speech signal to find the optimal order \( p \).

3. The Discrete FrFT(DFrFT) is performed on each frame of the speech signal in combination with the optimal order \( p \) found, and then further squared to obtain the energy spectrum.

4. The energy spectrum passes through a Mel filter bank where the filter bank is uniformly spaced, converting the linear frequency scale to a Mel frequency scale and followed by the logarithmic compression. The relationship between the Mel-scale and the frequency is:

\[
Mel(f) = 2595 \log \left(1 + \frac{f}{700}\right)
\] (11)

5. The discrete cosine transform (DCT) of the logarithmic energy of the filter bank is calculated to obtain 13 static Mel-Frequency Cepstral Coefficients (MFCCs), and the first-order differential and second-order differential are further calculated to obtain first-order dynamic features and second-order dynamic features, for a total of 39 acoustic features. The formula for calculating the dynamic characteristics is as follows [19]:

\[
d_t = \frac{\sum_{k=1}^{K} k(C_{t+k} - C_{t-k})}{2 \sum_{k=1}^{K} k^2}
\] (12)

where \( d_t \) is the first-order dynamic features, \( C_t \) is the cepstrum coefficient, and typically \( K = 2 \). By replacing \( C_t \) by \( d_t \) one can similarly derive the second-order dynamic features.

The framework of the new MFCC extraction algorithm is shown in Figure 4.

![Figure 4. Framework for the new MFCC extraction algorithm.](image)

3. Classification Model

The LSTM network, a further modified version of the Recurrent Neural Network (RNN), is used to learn long-term contextual relevance and therefore has the advantage of providing better performance when the data is sequential. The correlation between frames should be considered when performing speech emotion recognition; therefore, this paper uses LSTM as a classification model. The LSTM structure is shown in Figure 5.

![Figure 5. The LSTM structure.](image)
The equations describing the LSTM model are as follows:

\[
\begin{align*}
    f_t &= \sigma(x_t U_f + h_{t-1} W_f + b_f) \\
    i_t &= \sigma(x_t U_i + h_{t-1} W_i + b_i) \\
    \tilde{C}_t &= \tanh(x_t U_g + h_{t-1} W_g + b_g) \\
    C_t &= f_t * C_{t-1} + i_t * \tilde{C}_t \\
    O_t &= \sigma(x_t U_o + h_{t-1} W_o + b_o) \\
    h_t &= \tanh(C_t) * O_t
\end{align*}
\] (13)

where \( U \) is the weight matrix containing the hidden layer inputs, \( W \) is the weight matrix connecting the current layer to the previous layer, \( \tilde{C}_t \) is the candidate hidden state calculated based on the current input and the previous hidden state, and \( C \) is the cell state \([20]\).

The data is connected to the fully connected layer after learning temporal aggregation in the LSTM network and finally fed to the softmax classifier for speech emotion classification. Softmax is a generalization of logistic regression to multi-category problems, where the category label \( y \) takes on more than two values. Softmax is defined as follows:

\[
    z_i = \sum_j h_j W_{ji}
\] (14)

\[
    \text{softmax}(z)_i = p_i = \frac{e^{z_i}}{\sum_{j=1}^n e^{z_j}}
\] (15)

where \( z_i \) is the input to the softmax layer, \( h_i \) is the activation of the previous layer, and \( W_{ji} \) is the weight matrix connecting the previous layer to the softmax layer. The predicted class labels are defined as follows:

\[
    \hat{y} = \underset{i}{\text{argmax}}(p_i)
\] (16)

4. Experimental Data and Results

4.1. Databases

The experiment was conducted on the RAVDESS \([21]\). The RAVDESS database is a gender-balanced database containing 7356 files with voice data for 12 female actors and 12 male actors. This paper used only the voice files containing 1440 files: Each of the 24 actors performed 60 experiments with voice files containing both “children talking next to the door” and “dog sitting next to the door”. There are eight emotions: neutral, calm, happy, sad, angry, fearful, surprise, and disgust. Each expression is produced at two levels of emotional intensity (normal, strong), with an additional neutral expression. The file format of the audio is 16 bit, 48 kHz and is stored in wave format.

4.2. Experimental Parameters

In this experiment, we applied ten-fold cross-validation. In each fold, firstly, the experimental data were randomly divided into two parts; the test set took 10% of the data. Then, the remaining 90% of the data was divided into 10 equal parts: nine parts for training and one part for validation. First, the MFCC is extracted from the preprocessed speech signal by the FrFT method. Then it is fed into an LSTM with 128 hidden layers to learn the temporal aggregation. A dropout rate of 0.5 was set for the dropout layer to prevent over-fitting. After that, the fully connected layer with the ReLU activation function is connected and finally fed into a softmax classifier for speech emotion classification, resulting in a classification result.

Table 1 shows the structural data of the model.
Table 1. The structural data of the model.

<table>
<thead>
<tr>
<th>Layers</th>
<th>Activation</th>
<th>Output Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>-</td>
<td>128</td>
</tr>
<tr>
<td>Dropout</td>
<td>-</td>
<td>128</td>
</tr>
<tr>
<td>Dense</td>
<td>Reply</td>
<td>32</td>
</tr>
<tr>
<td>Dense</td>
<td>Softmax</td>
<td>8</td>
</tr>
</tbody>
</table>

The training parameters and parameter values for this paper are shown in Table 2.

Table 2. Training parameters and parameter value.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epoch</td>
<td>130</td>
</tr>
<tr>
<td>Batch size</td>
<td>30</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.0001</td>
</tr>
<tr>
<td>Hidden size</td>
<td>128</td>
</tr>
<tr>
<td>Dropout rate</td>
<td>0.5</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
</tbody>
</table>

4.3. Experimental Results and Analysis

In this paper, we use AF to find the optimal order \( p \) of FrFT and apply it to extract speech features MFCC, which is combined with the sequence model LSTM for speech emotion recognition. To verify the validity of the features, this paper conducts experiments on the RAVDESS.

The preliminary results are shown in Figure 6.

![Figure 6](image_url)  
(a) Accuracy curve; (b) Loss curve.

As demonstrated in Figure 6, the accuracy and loss start stabilizing after the 40th epoch. Meanwhile, the weighted accuracy (WA) and unweighted accuracy (UA) were calculated in this experiment to evaluate the model’s performance [22]. The WA is often used to evaluate the system’s expected performance, whereas the UA is often used to assess its ability to discriminate between classes. The experiment achieved 79.86% WA and 79.51% UA. Initially, it can be seen that the experiment yielded good results.

Table 3 illustrates the comparison between this paper and other research evaluated using the UA results; all of the experiments used RAVDESS as the data set.

Table 3. Comparison with other research using UA.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Feature</th>
<th>Network</th>
<th>UA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parry et al.</td>
<td>Mel filterbank coefficients</td>
<td>LSTM</td>
<td>53.97%</td>
</tr>
<tr>
<td>Jalal et al.</td>
<td>F0, MFCCs and log-energy augmented by delta and delta-delta</td>
<td>BLSTM, CNN, and Capsule network</td>
<td>56.20%</td>
</tr>
<tr>
<td>Yadav et al.</td>
<td>MFCC CNN, BiLSTM</td>
<td></td>
<td>73%</td>
</tr>
<tr>
<td>Zisad et al.</td>
<td>MFCC CNN</td>
<td></td>
<td>74.40%</td>
</tr>
<tr>
<td>This paper</td>
<td>New MFCC</td>
<td>LSTM</td>
<td>79.51%</td>
</tr>
</tbody>
</table>

As illustrated in Table 3, the improved feature outperforms the original feature. Furthermore, a confusion matrix was generated to show the classification results of each emotion more clearly. The confusion matrix on the RAVDESS dataset is shown in Figure 7.
Table 3. Comparison with other research using UA.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Feature Feature/Network</th>
<th>UA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parry et al. [23]</td>
<td>Mel filterbank coefficients/LSTM</td>
<td>53.97%</td>
</tr>
<tr>
<td>Jalal et al. [24]</td>
<td>F0, MFCCs and log-energy augmented by delta and delta-delta/BLSTM, CNN, and Capsule networks</td>
<td>56.20%</td>
</tr>
<tr>
<td>Yadav et al. [25]</td>
<td>MFCC/CNN, BiLSTM</td>
<td>73%</td>
</tr>
<tr>
<td>Zisad et al. [26]</td>
<td>MFCC/CNN</td>
<td>74.40%</td>
</tr>
<tr>
<td>This paper</td>
<td>New MFCC/LSTM</td>
<td>79.51%</td>
</tr>
</tbody>
</table>

As illustrated in Table 3, the improved feature outperforms the original feature. Furthermore, a confusion matrix was generated to show the classification results of each emotion more clearly. The confusion matrix on the RAVDESS dataset is shown in Figure 7.

![Confusion matrix](image)

Figure 7. Confusion matrix.

As demonstrated in Figure 7, disgust, surprise, sadness, and fearful achieved high recognition accuracies of 94%, 94%, 89%, and 88%. However, neutral and happy only obtained recognition accuracies of 55% and 64%. It can be seen that major confusion occurs between neutral and happy, so the cognition accuracy is relatively poor, and the cognition accuracy is relatively good for emotional fluctuations such as sadness, angry, fearful, disgust, surprise.

5. Conclusions

In our paper, FrFT is applied to speech feature extraction. The optimal fractional order $p$ was obtained using AF, extracting the new MFCC, and then obtaining the emotional classification of speech by sequence model LSTM classification. Due to applying FrFT, the new MFCC shows better performance, and the resulting features are better than the original MFCC features. Experiments show that better results can be obtained for the emotion categories on the RAVDESS, especially for sadness, angry, fearful, disgust, surprise.

However, there are some shortcomings in this experiment; that is, there is some room for improvement in the accuracy of the classification of emotions such as neutral, happy and calm. Therefore, the classification model will be further improved after this experiment to obtain better accuracy and reduce the loss rate.
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